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Preface 

We are happy to present to you the proceedings of the 3rd International Workshop on 
Digital Watermarking, IWDW 2004. Since its modern reappearance in the academic 
community in the early 1990s, great progress has been made in understanding both 
the capabilities and the weaknesses of digital watermarking.  

On the theoretical side, we all are now well aware of the fact that digital 
watermarking is best viewed as a form of communication using side information. In 
the case of digital watermarking the side information in question is the document to 
be watermarked. This insight has led to a better understanding of the limits of the 
capacity and robustness of digital watermarking algorithms. It has also led to new and 
improved watermarking algorithms, both in terms of capacity and imperceptibility. 
Similarly, the role of human perception, and models thereof, has been greatly 
enhanced in the study and design of digital watermarking algorithms and systems.  

On the practical side, applications of watermarking are not yet abundant. The 
original euphoria on the role of digital watermarking in copy protection and copyright 
protection has not resulted in widespread use in practical systems. With hindsight, a 
number of reasons can be given for this lack of practical applications.  

We now know that watermark imperceptibility cannot be equated to watermark 
security. An information signal that cannot be perceived by the human sensory system is 
not necessarily undetectable to well-designed software and hardware systems. The 
existence of watermark readers bears proof of this observation. Designing watermarking 
methods that are robust to intentional and targeted attacks has turned out to be an 
extremely difficult task. Improved watermarking methods face more intelligent attacks. 
More intelligent attacks face improved watermarking methods. This cycle of improved 
attacks and counterattacks is still ongoing, and we do not foresee it ending soon.  

It was the goal of IWDW 2004 to update the scientific and content-owner 
communities on the state of the art in digital watermarking. To that end, more than 60 
submissions to IWDW 2004 were carefully reviewed, with at least three reviewers each. 
Emphasizing high quality and the state of the art, fewer than 50% of the submitted 
papers were selected for oral presentation. The topics that were addressed in the 
accepted papers cover all the relevant aspects of digital watermarking: theoreticals 
modeling, robustness, capacity, imperceptibility and the human perceptual system, 
security and attacks, steganography, methods, and watermarking systems. Every effort 
was made to give the authors the best possible podium to present their findings.  

We hope that you enjoy the workshop proceedings and find it an inspiration for 
your future research.  
 

October 2004  Ingemar J. Cox 
Ton Kalker 

Heung Kyu Lee 
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Reversible Data Hiding 

Yun Q. Shi 

Department of Electrical and Computer Engineering, 
New Jersey Institute of Technology, 

Newark, NJ 07102, USA 
shi@njit.edu 

Abstract. Reversible data hiding, in which the stago-media can be reversed to the 
original cover media exactly, has attracted increasing interests from the data hid-
ing community. In this study, the existing reversible data hiding algorithms, in-
cluding some newest schemes, have been classified into three categories: 1) Those 
developed for fragile authentication; 2) Those developed for achieving high data 
embedding capacity; 3) Those developed for semi-fragile authentication. In each 
category, some prominent representatives are selected. The principles, merits, 
drawbacks and applications of these algorithms are analyzed and addressed.  

1   Introduction 

Digital watermarking, often referred to as data hiding, has recently been proposed as a 
promising technique for information assurance. Owing to data hiding, however, some 
permanent distortion may occur and hence the original cover medium may not be able 
to be reversed exactly even after the hidden data have been extracted out. Following 
the classification of data compression algorithms, this type of data hiding algorithms 
can be referred to as lossy data hiding. It can be shown that most of the data hiding 
algorithms reported in the literature are lossy. Here, let us examine three major classes 
of data hiding algorithm. With the most popularly utilized spread-spectrum water-
marking techniques, either in DCT domain [1] or block 8x8 DCT domain [2], round-
off error and/or truncation error may take place during data embedding. As a result, 
there is no way to reverse the stago-media back to the original without distortion. For 
the least significant bit-plane (LSB) embedding methods, the bits in the LSB are sub-
stituted by the data to be embedded and the bit-replacement is not memorized. Conse-
quently, the LSB method is not reversible. With the third group of frequently used 
watermarking techniques, called quantization index modulation (QIM) [3], quantiza-
tion error renders lossy data hiding.  

In applications, such as in law enforcement, medical image systems, it is desired 
to be bale to reverse the stego-media back to the original cover media for legal con-
sideration.  In remote sensing and military imaging, high accuracy is required. In 
some scientific research, experimental data are expensive to be achieved. Under these 
circumstances, the reversibility of the original media is desired. The data hiding 
schemes satisfying this requirement can be referred to as lossless. The terms of re-
versible, or invertible also used frequently. We choose to use reversible in this paper. 
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In Section 2, we classify the reversible data hiding techniques that have appeared 
in the literature over the past several years into three different categories. In each 
category, the most prominent representatives are selected and the principles, merits, 
drawbacks and applications of these algorithms are analyzed in Sections 3, 4, and 5, 
respectively. Conclusions are drawn in Section 6. 

2   Classification of Reversible Data Hiding Algorithms  

The following list contains, to our knowledge, most of reversible data hiding algo-
rithms published in the literature. The list is not expected to be completed as the re-
search in this area continues to make vigorous progress. These algorithms can be 
classified into three categories: 1st, those for fragile authentication, 2nd, those for high 
embedding capacity, and 3rd, those for semi-fragile authentication. Among each cate-
gory, one or two prominent algorithms are selected as representative. Their funda-
mental idea and scheme to achieve reversibility, and their performance are discussed 
in the following sections. 

1. Barton’s U.S. Patent 5,646,997 (97)                        (1st) 

2. Honsinger et al.’s US Patent  6,278,791 B1 (01)     (1st) 

3. Fridrich et al.’s method (SPIE01)                             (1st) 

4. de Vleeschouwer et al.’s method (MMSP01)           (3rd) 

5. Goljan et al.’s method (IHW01)                               (2nd) 

6. Xuan et al.’s method (MMSP02)                              (2nd) 

7. Ni et al.’s method (ISCAS03)                                   (2nd) 

8. Celik et al.’s method (ICIP02)                                  (2nd) 

9. Tian’s method (CSVT03)                                         (2nd) 

10. Yang et al.’s method (SPIE04)              (2nd)   

11. Thodi & Rodríguez’s method (SWSIAI04)             (2nd) 

12. Ni et al.’s method (ICME04)                                     (3rd) 

13. Zou et al.’s method (MMSP04)                                 (3rd) 

14. Xuan et al.’s method (MMSP04)                               (2nd) 

15. Xuan et al.’s method (IWDW04)               (2nd) 

3   Those for Fragile Authentication  

The first several reversible data hiding algorithms developed at the early stage belong 
to this category. Since fragile authentication does not need much data to be embedded 
in a cover medium, the embedding capacity in this category is not large, normally 
between 1k to 2k bits. For a typical 512512 × gray scale image, this capacity is 
equivalent to a data hiding rate from 0.0038 bits per pixel (bpp) to 0.0076 bpp.  
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In this category, we choose Honsinger et al.’s patent in 2001 [5] as its representa-
tive. It describes in detail a reversible data hiding technique used for fragile authenti-
cation. Their method is carried out in the image spatial domain by using modulo-256 
addition. In the embedding, Iw = (I + W ) mod 256, where Iw denotes the marked 
image, I  an original image, W is the payload derived from the hash function of the 
original image. In the authentication side, the payload W can be extracted from the 
marked image by subtracting the payload from the marked image, thus reversibly 
recovering the original image. By using modulo-256 addition, the issue of 
over/underflow is avoided. Here, by over/underflow, it is meant that grayscale values 
either exceeding its upper bound (overflow) or its lower bound (underflow). For in-
stance, for an 8-bit gray image, its gray scale ranges from 0 to 255. The overflow 
refers to grayscale exceeds 255, while the underflow refers to below 0. It is clear that 
either case will destroy reversibility. Therefore this issue is often a critical issue in 
reversible data hiding. Using modulo-256 addition can avoid over/underflow on the 
one hand. On the other hand, however, the stego-image may suffer from the salt-and-
pepper noise during possible grayscale flipping over between 0 and 255 in either 
direction due to the operation of modulo-256 addition. The effect caused by salt-and-
pepper noise will become clear when we discuss an algorithm also using modulo-256 
addition in the third category.  

4   Those for High Data Embedding Capacity  

All the reversible data hiding techniques in the first category aim at fragile authentica-
tion, instead of hiding large amount data.  As a result, the amount of hidden data is 
rather limited and may not be suitable for applications such as covert communications 
and medical data systems. Hence, Goljan et al. [10] presented a first reversible data 
hiding technique, referred to as R-S scheme, which is suitable for the purpose of hav-
ing high data embedding capacity. Later, a difference expansion scheme was devel-
oped by Tian [15], which has greatly advanced the performance of reversible data 
hiding in terms of data embedding capacity versus PSNR of marked images with 
respect to original images. Recently, some integer wavelet transform based reversible 
data hiding schemes have been developed by Xuan et al. [16,17], which have demon-
strated superior performance over that reported in [15]. These representative schemes 
are presented in this section. 

4.1   R-S Scheme  

The mechanism of this scheme is described as follows. The pixels in an image are 
grouped into non-overlapped blocks, each consisting of a number of adjacent pixels. 
For instance, it could be a horizontal block consisting of four consecutive pixels. A 
discrimination function that can capture the smoothness of the groups is established to 
classify the blocks into three different categories, Regular, Singular and Unusable. An 
invertible  operation F can be applied to groups. That is, it can map a block from one 
category to another as F(R)=S, F(S)=R, and F(U)=U. It is invertible since applying it 
to a block twice produces the original block. This invertible operation is hence called 
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flipping F. An example of the invertible operation F can be the permutation between 0 
and 1, 2 and 3, 3 and 4, and so on. This is equivalent to flipping the least significant 
bit (LSB). Another example is the permutation between 0 and 2, 1 and 3, 4 and 6, and 
so on, i.e., flipping the second LSB. Apparently, the strength of the latter flipping is 
stronger than the former. The principle to achieve reversible data embedding lies in 
that there is a bias between the number of regular blocks and that of singular blocks 
for most of images. This is equivalent to say that there is a redundancy and some 
space can be created by lossless compression. Together with some proper bookkeep-
ing scheme, one can achieve reversibility.  

The proposed algorithm first scan a cover image block-by-block, resulting in a so- 
called RS-vector formed by representing, say, an R-block by binary 1 and an S-block 
by binary 0 with the U groups simply skipped. Then the algorithm losslessly com-
presses this RS-vector − as an overhead for bookkeeping usage in reconstruction of 
the original image late. By assigning binary 1 and 0 to R and S blocks, respectively, 
one bit can be embedded into each R or S block. If the bit to-be-embedded does match 
the type of a block under consideration, the flipping operation F is applied to the 
block to obtain a match. The actual embedded data consist of the overhead and the 
watermark signal (pure payload). In data extraction, the algorithm scans the marked 
image in the same manner as in the data embedding. From the resultant RS-vector, the 
embedded data can be extracted. The overhead portion will be used to reconstruct the 
original image, while the remaining portion is the payload. 

While it is novel and successful in reversible data hiding with a large embedding 
capacity, the amount of data that can be hidden by this technique is still not large 
enough for some applications such as covert communications. From what is reported 
in [10], the estimated embedding capacity ranges from 0.022 bpp to 0.17 bpp when 
the embedding strength is six and the PSNR of the marked image versus the original 
image is about 36.06 dB. Note that the embedding strength six is rather high and there 
are some block artifacts in the marked image generated with this embedding strength. 
On the one hand, this embedding capacity is much higher than that in the first cate-
gory discussed in the previous subsection. On the other hand, however, it may be not 
high enough for some applications. This limited embedding capacity is expected be-
cause each block can at most embed one bit, U blocks cannot accommodate data, and 
the overhead is necessary for reconstruction of the original image. Another problem 
with this method is that when the embedding strength increases, the embedding ca-
pacity will increase, at the same time the visual quality will drop. Often, block arti-
facts will take place at this circumstance, thus causing visual quality of marked image 
to decrease.  

4.2   Difference Expansion Scheme  

Tian presented a promising high capacity reversible data embedding algorithm in 
[15]. In the algorithm, two techniques are employed, i.e., difference expansion and 
generalized least significant bit embedding, to achieve a very high embedding capac-
ity, while keep the distortion low. The main idea of this technique is described below. 
For a pair of pixel values x and y , the algorithm first computes the integer average l  



 Reversible Data Hiding 5 

 

and difference h  of x and y , where yxh −= . Then h  is shifted to the left-hand 
size by one bit and the to-be-embedded bit b is appended into the LSB. This is equiva-
lent to bhh +×= 2' , where 'h  denotes the expanded difference, which explains the 
term of Difference Expansion. Finally the new x  and y , denoted by  ,x  and ,y , 
respectively, are calculated based on the new difference values 'h  and the original 
integer average value l . In this way, the stego-image is obtained. To avoid 
over/underflow, the algorithm only embeds data into the pixel pairs that shall not lead 
to over/underflow. Therefore, a two-dimensional binary bookkeeping image is loss-
lessly compressed and embedded as overhead.  

Note that the above-mentioned relationship between the pair of integers x  and y  
versus the pair of integers l  and h  is implemented in the following manner.  

 

              (1) 

where the floor operation is utilized. According to integer Haar transform, it is re-
versible between these two integer pairs. Apparently, the reversible transformation 
between integers avoids round-off error. This together with the bookkeeping data 
mentioned above guaranteed reversibility.  

It has been reported in [15] that the embedding capacity achieved by the differ-
ence expansion method is much higher than that achieved by [10]. This does not come 
with surprise since intuitively each pair of pixels can possibly embed one bit, while 
only each block of pixels can possibly embed one bit.  

4.3   Integer Wavelet Transform Based Schemes 

Xuan et al. proposed three high capacity reversible data hiding algorithms based on 
integer wavelet transform (IWT) [11, 16, 18]. These three algorithms have three fea-
tures in common. The first is that they are all implemented in the IWT domain. Con-
sideration is as follows. IWT as a WT is known to be able to decorrelate signal well in 
the transformation domain. Its feature consists with that of our human vision system 
(HVS). WT can be implemented efficiently by using lifting scheme. IWT can further 
ensure the reversible forward wavelet transform and inverse wavelet transform. For 
these reasons, IWT have been used in JPEG2000 for lossless compression. It is shown 
in Xuan et al.’s algorithms that IWT plays an important role in reversible data hiding. 
The second feature is that these algorithms all contain a preprocessing stage, histo-
gram modification, in order to prevent overflow and underflow. That is, an efficient 
scheme has been developed to shrink the histogram towards the center, leaving two 
ends empty. Consequently, the perturbation caused by modification of selected IWT 
coefficients will not cause overflow and underflow. For reversibility, the histogram 
modification parameters need to be embedded as overhead. Because of the efficiency 
of the modification scheme [12], the overhead is not heavy. The third feature is that 
all of three algorithms embed data in IWT coefficients of high frequency subbands. 
This is because the modification of coefficients in these subbands will be impercepti-
ble if the magnitude of the modification is not large.  
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The first algorithm [11, 12] losslessly compresses some selected middle bit-planes 
of IWT coefficients in high frequency subbands to create space to hide data. Since the 
bias between binary 1 and 0 in the bit-planes of IWT high frequency coefficients be-
comes much larger than that in the spatial domain, this method achieves rather higher 
embedding capacity than [7], that is the counterpart of this algorithm in spatial domain. 
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Fig. 1. Comparison results on Lena (left) and Barbara (right) images 
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The second algorithm [16] uses spread spectrum method to hide data in IWT 
coefficients in high frequency subbands. Pseudo bits are used to indicate those 
 coefficients that are not selected for data embedding, thus saving overhead data. As 
a result, this method is more efficient than the bit-plane compression scheme, de-
scribed above.  

The third method [18] uses companding technique for data embedding, which was 
inspired by [17]. Based on the study of statistical distribution of IWT coefficients in 
high frequency subbands, a piecewise linear companding function is designed.  

The performance of these three algorithms, applied to two typical test images: 
Lena and Baboon, are shown in Figure 1 in terms of data embedding capacity versus 
PSNR. It is clear that the IWT-based companding algorithm performs best. This can 
be explained from an investigation on the amount of magnitude that the selected IWT 
high frequency coefficients have been changed and how many coefficients are re-
quired to embed one bit during the data embedding by these three algorithms. It can 
be shown that the companding algorithm causes the least amount of changes in the 
selected IWT coefficients among the three algorithms, followed by the spread-
spectrum algorithm, while both the spread-spectrum and companding algorithms can 
embed almost one bit into one IWT high frequency coefficient. Note that both IWT-
based companding and spread-spectrum algorithms have outperformed the difference 
expansion algorithm, discussed above in this section.  

It is noticed that more and more advanced algorithms in this category are being 
and to be developed. One recent example is shown in [24]  

5   Those for Semi-fragile Authentication 

For multimedia, content-based authentication makes more sense than representation-
based authentication. This is because the former, often called semi-fragile authentica-
tion, allows some incidental modification, say, compression within a reasonable ex-
tent, while the latter, called fragile authentication, does not allow any alteration oc-
curred to stego-media, including compression. For instance, when an image goes 
through JPEG compression with a high quality factor, the content of this image is 
considered unchanged from the common sense. Hence, it makes sense to claim this 
compressed image as authentic. For the purpose of semi-fragile authentication, we 
need reversible data hiding algorithms that are robust to compression, maybe called 
semi-fragile reversible data hiding or robust reversible data hiding. This can be further 
illustrated by the following scenario. In a newly proposed JPEG2000 image authenti-
cation framework [19], both fragile and semi-fragile authentications are included. 
Within the semi-fragile authentication, both cases of lossy and lossless compressions 
are considered. In this framework, some features corresponding to an image below a 
pre-specified compression ratio are first identified. By “corresponding” it is meant 
that these features will remain as long as the compression applied to the image is 
below this pre-specified compression ratio. The digital signature of these features is 
reversibly embedded into the image. Then in the verification stage, if the marked 
image has not been changed at all, the hidden signature can be extracted and the origi-
nal image can be recovered. The matching between the extracted signature and the 
signature generated from the reconstructed (left-over) image renders the image 
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authentic. If the marked image has been compressed with a compression ratio below 
the pre-specified one, the original image cannot be recovered due to the lossy com-
pression applied, but the hidden signature can still be recovered without error and 
verify the compressed image as authentic. Obviously, if the marked image goes 
through a compression with the compression ratio higher than the pre-specified ratio 
will render the image un-authentic. Any malicious attack will render the attacked 
image non-authentic owing to the resultant dismatch between the extracted signature 
and the signature generated from the received image after the hidden data extraction. 
A robust lossless data hiding algorithm is indeed necessary for this framework. In 
general, robust lossless data hiding can be utilized in lossy environment. 

5.1   Patchwork-Based Scheme Using Modulo-256 Addition 

De Vleeschouwer et al. [20] proposed a reversible data hiding algorithm based on 
patchwork theory [21], which has certain robustness against JPEG lossy compression. 
This is the only existing robust reversible data hiding algorithm against JPEG com-
pression. In this algorithm, each hidden bit is associated with a group of pixels, e.g., a 
block in an image. Each group is pseudo-randomly divided into two subsets of equal 
number of pixels, let’s call them Zones A and B. The histogram of each zone is 
mapped into a circle in the following way. That is, each point on the circle is indexed 
by the corresponding luminance, and the number of pixels assuming the luminance 
will be the weight of the point. One can then determine the mass center of each zone. 
It is observed that in the most cases the vectors pointing from the circle center to the 
mass center of Zones A and B are close (almost equal) to each other because the pix-
els of Zone A and Zone B are highly correlated for most of images. Considering a 
group, rotating these two vectors in two opposite directions by a small quantity, say, 
rotating the vector of Zone A counter-clockwise and rotating the vector of Zone B  
clockwise allows for embedding binary 1, while rotating the vector of Zone A clock-
wise, and the vector of Zone B counter-clockwise embeds a binary 0. As to the pixel 
values, rotation of the vector corresponds to a shift in luminance. In data extraction, 
the angles of the mass center vectors of both Zone A and Zone B versus the horizontal 
direction are first calculated, and the difference between these two angles are then 
determined. A positive difference represents a binary 1, while the negative a binary 0. 

One major element of this algorithm is that that it is based on the patchwork theory. 
That is, within each zone, the mass center vector’s orientation is determined by all the 
pixels within this zone. Consequently, the algorithm is robust to image compression to 
certain extent. Another major element of this algorithm lies in that it uses modulo-256 
addition to avoid overflow and underflow, thus achieving reversibility. Consequently, 
however, as pointed out in Section 3, this algorithm will suffer from the salt-and-pepper 
noise. One example from our extensive investigation is presented in Figures 2. In the 
stego-medical image, the severe salt-and-pepper noise is clear. The PSNR of stego-
image versus the original image is below 10 dB when 476 information bits are embed-
ded into this 512x512 image. Not only for medical image, the salt-and-pepper noise 
may be severe for color images as well. We have applied this algorithm to eight 
JPEG2000 test color images. There are four among the eight images that suffer from 
severe salt-and-pepper noise, while the other four some less severe salt-and-pepper 
noise. The PSNR can be as low as less than 20 dB when severe noise exists when 1412 
information bits are embedded into a color image of 1536x1920x24. 
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From the above investigation, it can be concluded that all reversible data hiding al-
gorithms based on modulo-256 addition to avoid overflow and underflow, say, in [5] 
and [20] cannot be applied to many real applications, and hence should be avoided. 

(a) 
 

(b) 

Fig. 2. (a) Original medical image, (b) Stego-image with severe salt-and-pepper noise. 746 
information bits are embedded into the image of 512x512 with a PSNR of the stego-image 
versus the original image lower than 10 dB 
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5.2   Patchwork-Based Scheme Without Using Modulo-256 Addition 

Realizing that modulo-256 addition, though can prevent overflow and underflow and 
hence achieve reversibility, causes stego-images suffer from annoying salt-and-pepper 
noise, Ni et al. have developed a new reversible data hiding scheme that does not use 
modulo-256 addition [22]. It is based on the patchwork theory to achieve the semi-
fragility in data hiding. Specifically, it identifies a statistical quantity within a block of 
pixels which is robust to minor alteration of pixel values within the block, and ma-
nipulates it to embed a bit into the block. Together with additional measures including 
error correction coding and permutation, it thus achieves semi-fragility (or in other 
words, robustness). The reversibility is gained by using a novel strategy in data em-
bedding. That is, it classifies a block of pixels into four different categories according 
to the distribution of pixel grayscale values within the block. For blocks in different 
categories, a different embedding strategy is used.  

This novel semi-fragile reversible data hiding algorithm has achieved superior per-
formance over the semi-fragile reversible data hiding algorithm using modulo-256 
addition. It was reported in [22] that their method has been applied to all of eight 
medical test images, including that shown in Figure 2 (a), to embed the same amount 
of data (746 information bits in the images of 512x512). In all of eight stego-images, 
there is no salt-and-pepper noise at all. The PSNR of all of eight medical images are 
above 40 dB, indicating a substantial improvement in the quality of stego-images. 

Another novel semi-fragile reversible data hiding algorithm with the similar idea 
as in [22] implemented in integer wavelet transform domain has been reported in [23]. 
Some special measures have been taken to avoid overflow and underflow.  

These two algorithms have been utilized in a unified framework of authentication 
of JPEG2000 images. The framework has been included into the Security Part of 
JPEG2000 (known as JPSEC), CD 1.0 in April 2004 [19]. 

6   Conclusion 

This article presents an investigation on the development of the existing reversible 
data hiding techniques. These techniques are classified into three different categories. 
The principles, merits and drawbacks of each category are discussed. It is shown that 
the reversible data hiding opens a new door to link two groups of data: cover media 
data and to-be-embedded data. This will find wide applications in information assur-
ance such as authentication, secure medical data system, and intellectual property 
protection to name a few. 
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Fingerprinting Curves
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Abstract. This paper presents a new method for robust data hiding in
curves and highlights potential applications including digital fingerprint-
ing of map document for trace and track purposes. We parameterize a
curve using the B-spline model and add a spread spectrum sequence to
the coordinates of the B-spline control points. In order to achieve robust
fingerprint detection, we propose an iterative alignment-minimization al-
gorithm to perform curve registration and deal with the non-uniqueness
of B-spline control points. We show through experiments the robust-
ness of our method against various attacks such as collusion, geometric
transformations and perturbation, printing-and-scanning, and some of
their combinations. We demonstrate the feasibility of our method for
fingerprinting topographic maps as well as writings and drawings. The
extension from hiding data in 2D topographic maps to 3D elevation data
sets is also discussed.

1 Introduction

Map represents geospatial information ubiquitous in government, military, in-
telligence, and commercial operations. The traditional way to protecting map
from unauthorized copying and distribution is to place deliberate errors in the
map, such as spelling “Nelson Road” as “Nelsen Road”, bending a road in a
wrong way, and/or placing a non-existing pond. If an unauthorized user has a
map containing basically the same set of errors, this is a strong piece of evidence
on piracy that can be presented in court. However, the traditional protection
methods alter the geospatial meanings conveyed by a map, which can cause
serious problems in critical government, military, intelligence, and commercial
operations where highly precise geospatial information is needed. Further, in
the situations where the distinct errors serve as fingerprints to trace individual
copies, such intentional errors can be rather easily identified and removed by
computer algorithms after multiple copies of a map are brought to the digital
domain. All these limitations of the traditional methods prompt for a modern
way to map protection that can be more effective and less intrusive.

Curve is one of the major components appearing in maps as well as other
documents such as drawings and signatures. A huge amount of curve-based
documents are being brought to the digital domain owing to the popularity
of scanning devices and pen-based devices (such as TabletPC). Digital maps

� The authors can be contacted via email at {hmgou, minwu}@eng.umd.edu.

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 13–28, 2005.
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and drawings are also generated directly by various computer programs such as
map-making software and CAD systems. Having the capability of hiding digital
watermarks or other secondary data in curves can facilitate digital rights man-
agement of important documents in government, military, intelligence, and com-
mercial operations. For example, trace-and-track capabilities can be provided
through invisibly embedding a unique ID, referred to as a digital fingerprint, to
each copy of a document before distributing to users [1]. In this paper, we present
a new, robust data hiding technique for curves and investigate its feasibility for
fingerprinting maps.

As a forensic mechanism to deter information leak and to trace traitors,
digital fingerprint must be difficult to remove. For maps and other visual doc-
uments, the fingerprint has to be embedded in a robust way against common
processing and malicious attacks. Some examples include collusion, where sev-
eral users combine information from different copies to generate a new copy in
which the original fingerprints are removed or attenuated [1]; various geometric
transformations such as rotation, scaling, and translation (RST); and D/A-A/D
conversions such as printing-and-scanning. On the other hand, the fingerprint
must be embedded in a visually non-intrusive way without changing the geo-
graphical and/or visual meanings conveyed by the document. Such changes may
have serious consequences in critical military and commercial operations, for ex-
ample, when inaccurate data are given to troops or fed into navigation systems.

There is a very limited amount of existing work on watermarking maps [2],
and few exploits curve features or addresses fingerprinting issues. A text-based
geometric normalization method was proposed in [3], whereby text labels are
used to normalize the orientation and scale of the map image and conventional
robust watermarking algorithms for grayscale images are then applied. As maps
can be represented as a set of vectors, two related works on watermarking vector
graphics perturb vertices through Fourier descriptors of polygonal lines [4] or
spectral analysis of mesh models [5] to embed copyright marks. The embedding
in [4] introduces visible distortions, as shown in their experimental results. The
watermarking approach in [5] has high complexity resulting from the mesh spec-
tral analysis. Besides, it cannot be easily applied to maps beyond urban areas,
where curves serve as an essential component in mapping a vast amount of land
and underwater terrains. Since curve-based documents can also be represented
as binary bitmap images (known as the raster representation), we expand the
literature survey to data embedding works for general binary images. The data
hiding algorithm in [6] enforces the ratio of black versus white pixels in a block
to be larger or smaller than 1, and the “flippable” pixels are defined and used to
enforce specific block-based relationship to embed data in [7][8]. The fragility of
the embedding and the reliance on precise sampling of pixels for correct decoding
pose challenges in surviving geometric transformations, printing-and-scanning,
and malicious removal in fingerprinting applications.

There are several watermarking algorithms for graphic data employing para-
metric features, such as representing 3D surfaces by the non-uniform rational
B-spline (NURBS) model and changing the NURBS knots or control points to
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embed data [9][10]. While these works provide enlightening analogy for water-
marking the 2D counterpart (i.e. curves) in the B-spline feature domain, most
of the existing explorations and results are for fragile embedding in 3D surfaces
and have limited robustness. There has been few discussion on robust water-
marking of curves, and to our knowledge, no existing work has demonstrated
the robustness against curve format conversion and D/A-A/D conversion.

In this paper, we propose a robust curve watermarking method and apply
it to fingerprinting maps without interfering with the geospatial meanings con-
veyed by the map. We select B-spline control points of curves as the feature
domain and add mutually orthogonal, noise-like sequences as digital fingerprints
to the coordinates of the control points. A proper set of B-spline control points
forms a compact collection of salient features representing the shape of the
curve, which is analogous to the perceptually significant spectral components
in the continuous-tone images [11]. The shape of curves is also invariant to such
challenging attacks as printing-and-scanning and the vector/raster-raster/vector
conversion. The additive spread spectrum embedding and the corresponding cor-
relation based detection generally provide a good tradeoff between imperceptibil-
ity and robustness [11]. To determine which fingerprint sequence(s) are present
in a test curve, registration with the original unmarked curve is an indispensable
preprocessing step. B-splines have invariance to affine transformation in that the
affine transformation of a curve is equivalent to the affine transformation of its
control points. This affine invariance property of B-splines can facilitate auto-
matic curve registration. Meanwhile, as a curve can be approximated by different
sets of B-spline control points, we propose an iterative alignment-minimization
(IAM) algorithm to simultaneously align the curves and identify the correspond-
ing control points. Through the B-spline based data hiding plus the IAM algo-
rithm for robust fingerprint detection, our curve watermarking technique can
sustain a number of challenging attacks such as collusion, geometric transforma-
tions, vector/raster-raster/vector conversions, and printing-and-scanning, and
is therefore capable of building collusion-resistant fingerprinting for maps and
other curve-based documents.

The paper is organized as follows. Section 2 discusses the feature domain in
which data hiding is performed and presents the basic embedding and detection
algorithms with experimental results on marking simple curves. Section 3 details
the proposed iterative alignment-minimization algorithm for the fingerprint de-
tection and analyzes its robustness. Experimental results on fingerprinting to-
pographic maps are presented in Section 4 to demonstrate the robustness of our
method against a number of processing and attacks. Section 5 extends our curve
watermarking method to protecting 3D geospatial data set. Finally conclusions
are drawn in Section 6.

2 Basic Embedding and Detection

We first present the basic embedding and detection scheme on curves. We employ
the coordinates of B-spline control points as the embedding feature domain,
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and adopt spread spectrum embedding [11] and correlation-based detection for
watermarking curves.

2.1 Feature Extraction

A number of approaches have been proposed for curve modelling, including us-
ing the chain codes, the Fourier descriptors, the autoregressive models, and the
B-splines [12]. Among them, the B-splines are particularly attractive and have
been extensively used in computer-aided design and computer graphics. This is
mainly because the B-spline model provides a bounded and continuous approx-
imation of a curve with excellent local shape control and is invariant to affine
transformations [13]. These advantages also lead to our choosing B-splines as
the feature domain for data embedding in curves.

B-splines are piecewise polynomial functions that provide local approxima-
tions of curves using a small number of parameters known as the control points
[12]. Let {p(t)} denote a curve, where p(t) = (px(t), py(t)) and t is a continuous
time variable. Its B-spline approximation {p[B](t)} can be written as

p[B](t) =
n∑

i=0

ciBi,k(t), (1)

where ci = (cxi , cyi) is the ith control point (i = 0, 1, . . . , n), t ranges from 0 to
n − 1, and Bi,k(t), the weight of the ith control point for the point p[B](t), is a
corresponding kth order B-spline blending function recursively defined as

Bi,1(t) =
{

1 ti ≤ t < ti+1
0 otherwise,

Bi,k(t) =
(t − ti)Bi,k−1(t)

ti+k−1 − ti
+

(ti+k − t)Bi+1,k−1(t)
ti+k − ti+1

k = 2, 3, ... (2)

where {ti} are parameters known as knots and represent locations where the
B-spline functions are tied together [12]. The placement of knots controls the
form of B-spline functions and in turn the control points.

As a compact representation, the number of B-spline control points neces-
sary to represent the curve at a desired precision can be much smaller than
the number of sample points from the curve typically obtained through uni-
form sampling. Thus, given a set of samples on the curve, finding a smaller
set of control points for its B-spline approximation that minimizes the approx-
imation error to the original curve can be formulated as a least-squares prob-
lem. Coordinates of the m + 1 samples on the curve can be represented as an
(m + 1) × 2 matrix of P

�
= (px,py). The time variables of the B-spline blending

functions corresponding to these m + 1 samples are t = s0, s1, s2, . . . , sm, where
s0 < s1 < s2 < . . . < sm. Further, let C

�
= (cx, cy) represent the coordinates

of n + 1 control points. Then we can write the least-squares problem with its
solution as

BC ≈ P =⇒ C =
(
BTB

)−1
BTP = B†P, (3)
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where {B}ji is the value of the kth-order B-spline blending function Bi,k(t) in
(2) evaluated at t = sj and † denotes the pseudo inverse of a matrix. Due to the
natural decoupling of the x and y coordinates in the B-spline representation, we
can solve the problem separately along each of the two coordinates as{

Bcx ≈ px

Bcy ≈ py
=⇒

{
cx = B†px

cy = B†py
. (4)

2.2 Data Embedding and Detection in Control Points

The control points of a curve are analogous to the perceptually significant spec-
tral components of a continuous-tone image [11] in that they form a compact set
of salient features for curve. In such a feature domain, we apply spread spectrum
embedding and correlation based detection.

The spread spectrum embedding generally offers a good tradeoff between im-
perceptibility and robustness, especially when the original host signal is available
to the detector as in most of the fingerprinting applications [1]. In the embed-
ding, we use mutually orthogonal, noise-like sequences as digital fingerprints to
represent different users/IDs for trace and track purposes. As each of the n + 1
control points has two coordinate values x and y, the overall length of the fin-
gerprint sequence is 2(n + 1). To apply spread spectrum embedding on a curve,
we add a scaled version of the fingerprint sequence (wx,wy) to the coordinates
of a set of control points obtained from the previous subsection. This results in
a set of watermarked control points

(
c′

x, c′
y

)
with{

c′
x = cx + αwx

c′
y = cy + αwy

, (5)

where α is a scaling factor adjusting the fingerprint strength. A watermarked
curve can then be constructed by the B-spline synthesis equation (1) using these
watermarked control points.

To determine which fingerprint sequence(s) are present in a test curve, we
first need to perform registration using the original unmarked curve that is com-
monly available to a detector in fingerprinting applications. After registration,
control points (c̃x, c̃y) are extracted from the test curve. The accurate registra-
tion and correct extraction of control points are crucial to the accurate detection
of fingerprints, which will be detailed in Section 3. Assuming we have the set of
sample points given by (p̃x, p̃y)= (B(cx + αwx),B(cy +αwy)), we can extract
the test control points (c̃x, c̃y) from (p̃x, p̃y) using (4). After getting (c̃x, c̃y),
we compute the difference between the coordinates of the test and the original
control points to arrive at an estimated fingerprint sequence{

w̃x = c̃x−cx

α

w̃y = c̃y−cy

α

. (6)

We then evaluate the similarity between this estimated fingerprint sequence and
each fingerprint sequence in our database through a correlation-based statistic.
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In our work, we compute the correlation coefficient ρ and convert it to a Z-
statistic by

Z = log
(

1 + ρ

1 − ρ

) √
2(n + 1) − 3

2
. (7)

The Z-statistic has been shown to follow an approximate unit-variance Gaussian
distribution with a large positive mean under the presence of a fingerprint, and
a zero mean under the absence [14][15]. Thus, if the similarity is higher than a
threshold (usually set between 3 to 6 for Z statistics), with high probability the
corresponding fingerprint sequence in the database is present in the test curve,
allowing us to trace the test curve to a specific user.

2.3 Fidelity and Robustness Considerations

Estimating the control points requires a set of properly chosen sample points
from the curve. Uniform sampling can be used when there are no abrupt changes
in a curve segment, while nonuniform sampling is desirable for curve segments
that exhibit substantial variations in curvature.

The number of control points is an important parameter for tuning. De-
pending on the shape of the curve, using too few control points could cause
the details of the curve be lost, while using too many control points may lead
to over fitting and bring artifacts even before data embedding. The number of
control points not only affects the distortion introduced by the embedding, but
also determines the fingerprint’s robustness against noise and attacks. The more
the control points, the longer the fingerprint sequence, and in turn the more
robust the fingerprint against noise and attacks. In our tests, the number of
control points is about 5-8% of the total number of curve pixels and the specific
numbers will be provided with the experimental results.

The scaling factor α also affects the invisibility and robustness of the fin-
gerprint. The larger the scaling factor, the more robust the fingerprint, but the
larger the distortion resulted in. For cartographic applications, industrial stan-
dards provide guidelines on the maximum allowable changes [5]. Perturbation of
2 to 3 pixels is usually considered acceptable. We use random number sequences
with unit variance as fingerprints and set α to 0.5 in our tests.

2.4 Experimental Results of Fingerprinting Simple Curves

We first present the fingerprinting results on a simple “Swan” curve in Figure
1(a) to demonstrate our basic embedding and detection algorithms. The curve
was hand-drawn on a TabletPC and stored as a binary image of size 392×329.
We use the contour following algorithm in [16] to traverse the curve and obtain
its vector representation. Then uniform sampling of a total of 1484 curve points
and the quadratic B-spline blending function (order k = 3) are employed to
estimate 100 control points. Then we mark these control points and construct
a fingerprinted “Swan” curve as shown in Figure 1(b). By comparing it with
the original curve in Figure 1(a), we can see that they are visually identical.
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Based on the assumption and the detection method discussed in Section 2.2,
we obtain the detection statistic of 12.75 when correlating the fingerprinted
“Swan” curve with the true user’s fingerprint sequence and very small statistic
values when with innocent users, as shown in Figure 1(c). This suggests that the
embedded fingerprint is identified with high confidence.
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Fig. 1. Fingerprinting a hand-drawn “Swan” curve: (a) the original curve, (b) the
fingerprinted curve, (c) Z statistics

3 Robust Fingerprint Detection

The set of test sample points (p̃x, p̃y) assumed in Section 2.2 is not always
available to a detector, especially when a test curve undergoes geometric trans-
formations (such as rotation, translation, and scaling), vector/raster conversion,
and/or is scanned from a printed hard copy. There must be a pre-processing
registration step preceding the basic fingerprint detection module to align the
test curve with the original one. In order to improve the accuracy and efficiency
of the registration, an automated registration is desirable over a manual regis-
tration. With the affine invariance property, B-splines have been utilized in a
few existing curve alignment works. In a recent method employing a super-curve
[17], two affine-related curves are superimposed with each other in a single frame
and then this combined super-curve is fitted by a single B-spline. Through min-
imizing the B-spline fitting error, both transform parameters and control points
of the fitting B-spline can be estimated simultaneously. Since neither integration
nor differentiation is needed, this method is robust to noise and will serve as a
building block in our work.

Another problem related to the previous assumption is the inherent non-
uniqueness of B-spline control points, which refers to the fact that a curve can
be well approximated by different sets of B-spline control points. With a differ-
ent time assignment or a different set of sample points, we may induce a quite
different set of control points that can still accurately describe the same curve.
It is possible for the differences between two sets of unmarked control points to
be much larger than the embedded fingerprint sequence. Therefore, if we cannot
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find from a test curve a set of control points corresponding to the one used in the
embedding, we may not be able to detect the fingerprint sequence. Considering
the one-to-one relationship between sample points (including their time assign-
ments {sj}) and control points, we try to find the set of sample points on a test
curve that corresponds to the set of sample points used in the embedding. We
shall refer to this problem as the point correspondence problem. As we shall see,
the non-uniqueness issue of B-spline control points can be addressed through
finding the point correspondence.

3.1 Problem Formulation

We now formulate the curve registration and point correspondence problem in
the context of fingerprint detection.

We use “View-I” to refer to the geometric setup of the original unmarked
curve and “View-II” the setup of the test curve. Thus we can register the two
curves by transforming the test curve from “View-II” to “View-I”, or transform-
ing the original curve from “View-I” to “View-II”. We focus on registration under
the affine transformations, which can represent combinations of scaling, rotation,
translation, and shearing. These are common geometric transformations and can
well model common scenarios in printing-and-scanning.

We call two points (x, y) and (x̃, ỹ) affine related if⎡
⎣ x̃

ỹ
1

⎤
⎦ =

⎡
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0 0 1
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⎡
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⎤
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y
1

⎤
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where {aij} are parameters representing the collective effect of scaling, rotation,
translation, and shearing. These transform parameters can be represented by
two column vectors ax = [a11 a12 a13]T and ay = [a21 a22 a23]T or by a single
matrix A. Similarly, the inverse transformation can be represented by⎡

⎣x
y
1

⎤
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The original curve available to the detector in fingerprinting applications can
be a raster curve or a vector curve. The detector also knows the original set
of sample points (px,py) that is used for estimating the set of control points
upon which spread spectrum embedding is to be applied. In addition to possible
affine transformations between the original and the test curve, the correct point
correspondence information may not always be available, i.e., the set of test
sample points (p̃x, p̃y) assumed in Section 2.2 is absent. This is especially the
case after a fingerprinted curve goes through vector-raster conversions and/or
printing-and-scanning. Under this situation, not only transform parameters for
the curve alignment but also the point correspondence must be estimated in
order to locate the fingerprinted control points successfully. The test curve can
be a vector curve with sampled curve points (ṽx, ṽy) or a raster curve with pixel
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coordinates (r̃x, r̃y). As a vector curve can be rendered as a raster curve through
interpolation, we consider that the original and the test curve are represented in
raster format and formulate the problem as:

Given an original raster curve with a set of sample points (px,py) and a
test raster curve (r̃x, r̃y), we register the test curve with the original curve and
extract the control points of the test curve. Both transform parameters (ax,ay)
(or equivalently (gx,gy)) and a set of sample points on the test curve (p̃x, p̃y)
corresponding to the one used in the fingerprint embedding must be found from
the test raster curve.

3.2 Iterative Alignment-Minimization (IAM) Algorithm

To align the test curve with the original curve and in the mean time identify the
point correspondence of the sample points, we develop an Iterative Alignment-
Minimization (IAM) algorithm. The IAM algorithm is an iterative algorithm
consisting of three main steps. We first obtain an initial estimation of the test
sample points. With the estimated point correspondence, we then perform “su-
per” curve alignment to estimate both the transform parameters and the control
points of the test curve. With the estimated transform parameters, we refine the
estimation of point correspondence through a nearest-neighbor rule.

Step-1 Initial Estimation of Sample Points on the Test Curve: We initialize the
sample points (p̃(1)

x , p̃(1)
y ) on the test curve using the following simple estimator.

Let N and Ñ be the number of points on the original raster curve and on the
test raster curve, respectively. From the known indices of the original curve’s
m + 1 sample points J = [j0, j1, j2, . . . , jm], where j0 < j1 < j2 < . . . < jm are
integers ranging from 0 to N − 1, we can estimate indices of the test curve’s
m+1 sample points by J̃ = round

(
Ñ−1
N−1 · J

)
. Using this estimated index vector

J̃, we can identify the corresponding sample points from the test curve and take
them as the initial estimate.

Step-2 Curve Alignment with the Estimated Sample Points: Given the estimated
point correspondence and the corresponding sample points (p̃(i)

x , p̃(i)
y ) for the

test curve in the ith iteration, we apply the curve alignment method in [17]
to estimate the transform parameters and the control points of the test curve.
More specifically, let the transform parameters from View-I (the original curve)
to View-II (the test curve) be (a(i)

x ,a(i)
y ). The sample points on the test curve

can be transformed back to View-I by (g(i)
x ,g(i)

y ). We then fit these transformed
test sample points as well as the original sample points with a single B-spline
curve (referred to as a “super-curve” in [17]) and search for both the transform
parameters (ĝ(i)

x , ĝ(i)
y ) and the B-spline control points (ĉ(i)

x , ĉ(i)
y ) to minimize the

fitting error

f(ĉ(i)
x , ĉ(i)

y , ĝ(i)
x , ĝ(i)

y )=
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[
B
B

]
ĉ(i)

x −
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P̃(i)ĝ(i)
x

]∥∥∥∥
2
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]
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y −
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P̃(i)ĝ(i)
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2

, (10)
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where P̃(i) �
= [ p̃(i)

x p̃(i)
y 1 ] and 1 is a column vector with all 1′s. The partial

derivatives of the fitting error function with respect to ĝ(i)
x , ĝ(i)

y , ĉ(i)
x , and ĉ(i)

y

being zero is the necessary condition for the solution to this optimization prob-
lem. Thus we obtain an estimate of the transform parameters and the B-spline
control points as: {

ĝ(i)
x = C(i)D(i)px, ĝ(i)

y = C(i)D(i)py,

ĉ(i)
x = D(i)px, ĉ(i)
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,
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)†
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0

. (11)

The estimated control points (ĉ(i)
x , ĉ(i)

y ) can then be used to estimate the em-
bedded fingerprint sequence and further compute the detection statistic Z(i), as
described in Section 2.2.

Step-3 Refinement of Sample Point Estimation on the Test Curve: Given the
estimated transform parameters (ĝ(i)

x , ĝ(i)
y ), we align the test raster curve (r̃x, r̃y)

with the original curve by transforming it to View-I. As the fingerprinted sample
points (B(cx + αwx),B(cy + αwy)) are located at the neighborhood of their
corresponding unmarked version (Bcx,Bcy), we apply a nearest neighbor rule
to get a refined estimation of the test curve’s sample points. More specifically,
for each point of (Bcx,Bcy), we find its closest point from the aligned test raster
curve and then denote the collection of these closest points as (p̃(i+1)

x,I , p̃(i+1)
y,I ).

These nearest neighbors form refined estimates of the test sample points in View-
I and are then transformed with parameters (â(i)

x , â(i)
y ) back to View-II as new

estimates of the test sample points:⎧⎨
⎩

p̃(i+1)
x =

[
p̃(i+1)

x,I p̃(i+1)
y,I 1

]
â(i)

x

p̃(i+1)
y =

[
p̃(i+1)

x,I p̃(i+1)
y,I 1

]
â(i)

y

. (12)

After this update, we increase i and go back to Step-2. The iteration will
continue until convergence or for an empirically determined number of times. A
total of 15 rounds of iterations are used in our experiments.

3.3 Detection Example and Robustness Analysis

We present a detection example employing the proposed IAM algorithm on a
curve taken from a topographic map. Shown in Figure 2(a) are the original
curve and a fingerprinted curve undergone vector-raster conversion and some
geometric transformations. After the vector-raster conversion, the point corre-
spondence is no longer directly available from the curve representation and there-
fore our proposed IAM algorithm is desirable. The estimated sample points for
the test curve after one iteration and 15 iterations are shown in Figure 2(b) and
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Figure 2(c), respectively. We can see that the initial estimates deviate from the
true values by a non-trivial amount, while after 15 iterations the estimated values
converge to the true values. We plot the six estimated transform parameters for
each iteration in Figure 2(d), which shows an accurate registration by the pro-
posed IAM algorithm. Upon convergence, we utilize the estimated control points
(ĉ(i)

x , ĉ(i)
y ) and arrive at a high fingerprint detection statistic value as shown in

Figure 2(e). This suggests the positive identification of the correct fingerprint by
using the proposed IAM algorithm.
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Fig. 2. Detection example using the IAM algorithm: a) the original and the test raster
curve; b) estimated sample points after 1 iteration; c) estimated sample points after
15 iterations; d) estimated transform parameters; e) fingerprint detection statistic

The above example shows that through the IAM algorithm, we can register
the test curve with the original unmarked curve and extract the fingerprinted
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control points with high accuracy. With good estimation of affine transform pa-
rameters, our data embedding method for curves is resilient to combinations of
scaling, rotation, translation, and shearing. The explicit estimation of point cor-
respondence also provides resilience against the vector-raster conversion. With
the robustness resulting from spread spectrum embedding in B-spline control
points and the IAM algorithm, our curve fingerprinting approach can resist a
number of challenging attacks and distortions. The next section will provide
further demonstration.

4 Experimental Results for Map Fingerprinting

We now present experimental results of our curve fingerprinting approach in
the context of tracing and tracking the topographic map, which provides a two-
dimensional representation of the earth’s three-dimensional surface. Vertical el-
evation is shown with contour lines (also known as level lines) to represent the
earth’s surfaces that are of equal altitude. Contour lines in topographic maps
often exhibit a considerable amount of variations and irregularity, prompting the
need of non-uniform sampling of curve points in the parametric modelling of the
contours. In our experiments, the original map is stored in vector format. A set
of discrete, non-uniformly vector points is defined for each contour line and used
as sample points in our tests for estimating control points.

Fingerprinted Topographic Maps. A 1100 × 1100 topographic vector map
obtained from http://www.ablesw.com is used in our experiment. Starting with
the original map shown in Figure 3(a), we mark nine curves that are sufficiently
long. A total of 1331 control points are used to carry the fingerprint. We overlay
in Figure 3(b) these nine original and marked curves using solid lines and dotted
lines, respectively. To help illustrate the fidelity of our method, we enlarge a por-
tion of the overlaid image in Figure 3(c). We can see that the fingerprinted map
preserves the geospatial information in the original map up to a high precision.
The perturbation can be adapted to be compliant with cartographic industry
standards and/or the need of specific applications.

Resilience to Collusion and Printing-and-Scanning. To show the robust-
ness of our approach against the combinational attack of collusion and printing-
and-scanning, we first generate a colluded map by averaging coordinates of the
control points from four users’ fingerprinted maps, then render it and print it
out using a HP laser printer, and finally scan back as a binary image by a Canon
scanner with 360dpi resolution. Preprocessing before detection includes a thin-
ning operation to extract one-pixel wide skeletons from the scanned curves that
are usually several-pixel wide after high resolution scanning. By using the pro-
posed IAM algorithm, we get Z statistics of 7.27, 8.91, 6.15, 8.12 for the four
colluders, indicating that the embedded fingerprints from all the four colluders
survive this combinational attack thus the sources of leak for this map can be
identified. This combinational attack also involves vector-raster conversion and
affine transformations, and the result shows the resilience of our method to them.
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Fig. 3. Fingerprinting topographic maps: (a) original map, (b) original and finger-
printed curves overlaid with each other; (c) a zoomed-in view of (b)

Resilience to Point Deletion in Vector and Raster Maps. As traitor
tracing applications usually involve adversaries who have strong incentives to
remove the fingerprints, attackers may delete a certain number of points from a
fingerprinted vector/raster map while keeping similar shapes of its contour lines.
For a fingerprinted vector map, 20% points are randomly chosen and removed
from each fingerprinted curve, while in a fingerprinted raster map 70% points
are randomly chosen and removed. As the point correspondence is corrupted by
the point deletion, we first construct a raster map from the remaining points
by linear interpolation and then apply our IAM algorithm. The detection statis-
tics for these two cases are 11.40 and 15.61, respectively. Thus the embedded
fingerprints survive point deletion applied to both vector maps and raster maps.

5 Extension to Fingerprinting 3D Geospatial Data

In addition to 2D topographic maps, geospatial data are often acquired and
archived as a 3D data set, which includes a set of spatial locations and their
height information. The 3D geospatial data can be represented both as 3D sur-
face and as 2D contours. An example of Monterey Bay region is shown in Figure
4, where the 3D oceanfloor depth data obtained from the U.S. National Geophys-
ical Data Center (NGDC) [18] are rendered in Figure 4(a), and the corresponding
2D topographic map is shown in Figure 4(b). Since the same geospatial data set
can be represented using different dimensionalities, we explore in this section
such fingerprinting method that can allow the fingerprints to be detected from
both the 3D data set and the 2D representation, whichever readily available
to the detector. This can be achieved by extending our proposed fingerprinting
method for curves.

Our basic idea of fingerprinting 3D elevation data is as follows. Given a set of
3D elevation data, we first extract its 2D contours and then embed a watermark
into these contour curves using the method presented earlier in this paper. From
the original 3D elevation data set and the marked 2D contours, we construct
a marked 3D elevation data set. The new issues to be addressed here are how
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(a) (b)

Fig. 4. Elevation map: (a) a 3D geospatial data set, (b) the corresponding 2D contours

to perform 2D contour extraction from a 3D data set and how to construct a
marked 3D elevation data set from marked 2D contours.

The 2D contour extraction starts from performing a planar cut of the eleva-
tion data set at a selected height and then a binary map can be generated by
assigning 1′s to locations of height greater than the given height and 0′s to the
other locations. We apply a robust edge detector, such as the Canny method,
to the binary map to obtain a raster representation of the contour of the given
height. Using the contour following algorithm in [16], we traverse this raster
contour and obtain a vector representation. Non-uniform sampling is employed
to acquire more samples for segments with substantial variations in curvature
and fewer in flat areas. Finally, we use the least-squares approach to estimate
the B-spline control points of the contour.

When constructing a marked 3D data set, we need to generate a set of 3D
elevation data under application-specific constraints, including preserving the
geospatial meanings and ensuring the marked 2D contours can be estimated from
the marked 3D data set with high accuracy. We recall that in the embedding
stage, each original 2D contour is generated from a binary image with 1′s in
locations of height greater than the contour height and 0′s in other locations.
As the marked 2D contour represents a slightly different partition, we need to
modify the height values of the 3D data set for locations around the marked
contour so that the 2D contour generated from this new 3D data set is the same
as the marked 2D contour. To accomplish this, we search for the locations that
have higher elevation in the marked 2D contour map than in the original one, and
modify their height in the 3D data set to be slightly higher. Similar adjustment
is made to the locations with lower elevation in the marked 2D contour map
than before.

To extract fingerprint from a 3D elevation data set, we perform some basic
alignment if necessary. Using the same contour extraction approach as in the
embedding, we then extract from the 3D data set the 2D contours for the same
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elevations as selected in the embedding. Since the extracted contours are in
raster format, we can apply the IAM algorithm as discussed earlier in Section 3
to extract the embedded fingerprint.

We apply the proposed fingerprinting method to the Monterey Bay data set
of Figure 4(a). We hide a fingerprint sequence in three 2D contours of height
-100, -400, and -700, respectively. A total of 484 control points are used for
carrying the fingerprint. To detect fingerprint, we extract the three 2D contours
for the above heights from the fingerprinted 3D data set and obtain a Z detection
statistic of 8.02 through the proposed IAM algorithm. This suggests a successful
fingerprint detection from these three elevation levels.

6 Conclusions

In this paper, we have presented a new data hiding algorithm for curves by
parameterizing a curve using the B-spline model and adding spread spectrum
sequences to curve parameters. In conjunction with the basic embedding and de-
tection techniques, we have proposed an iterative alignment-minimization algo-
rithm to allow for robust fingerprint detection under unknown geometric trans-
formations and in absence of explicit point correspondence. We have demon-
strated the fidelity of our method as well as its robustness against collusion,
affine transformations, vector-raster conversion, printing-and-scanning, and their
combinations. Our work has shown the feasibility of the proposed algorithm in
fingerprinting applications for tracing and tracking topographic maps as well as
writings/drawings from pen-based inputs. We have also extended our curve wa-
termarking method from protecting 2D topographic maps to 3D elevation data
sets. The protection of all of these documents has increasing importance to the
emerging digital operations in government, military, intelligence, and commerce.
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Abstract. Watermarking systems can employ either informed detec-
tion, where the original cover work is required, or blind detection, where
it is not required. While early systems used informed detection, recent
work has focused on blind detection, because it is considered more chal-
lenging and general. Further, recent work on “dirty-paper watermarking”
has suggested that informed detection provides no benefits over blind de-
tection.

This paper discusses the dirty-paper assumptions and questions
whether they apply to real-world watermarking. We discuss three ba-
sic ways in which an informed video-watermark detector, developed at
Sarnoff, uses the original work: canceling interference between the cover
work and the watermark, canceling subsequent distortions, and tailoring
the watermark to the perceptual characteristics of the source. Of these,
only the first is addressed by theoretical work on dirty-paper watermark-
ing. Whether the other two can be accomplished equally well with blind
watermarking is an open question.

1 Introduction

A watermarking system embeds a message into a cover work, such as an image,
video clip, or audio stream, without perceptibly changing that work. Systems
can be divided into two major categories according to whether detecting and
decoding the message requires knowledge of the original, unwatermarked cover
work. In a system that employs blind detection, only the watermarked work is
required during the detection process, while in informed detection, the detection
process requires both the watermarked work and the unwatermarked original.

At first glance, it may appear that informed detection should yield better
performance than blind detection. An informed watermark detector can sub-
tract the unwatermarked work from the watermarked one, easily canceling out
any interference in the message that results from the cover work. Nevertheless,
the past decade of watermarking research has seen a steady decline in interest
in informed-detection systems, culminating in a belief that informed detection
should not offer any fundamental advantage over blind detection. The main pur-
pose of the present paper is to discuss whether that belief is justified.

Judging from our experience, the declining interest in informed watermark-
ing can be attributed to several causes. From the point of view of watermark
researchers, blind detection is attractive because it is more generally applicable
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than informed detection. An informed detector can only be used in applications,
such as traitor tracing or proof of ownership (see [9]), where those who need to
detect the watermark have access to the original. In other applications, such as
copyright notification and copy prevention (again, see [9]), the general public
must be able to detect watermarks, so we cannot employ informed detection
without publicly distributing the unmarked originals (which, presumably, would
defeat the purpose of the watermark). On the other hand, a blind system can
be used for any application, provided its performance is sufficiently good.

Furthermore, there is a consensus that developing blind watermarking sys-
tems is more challenging, and therefore more interesting, than developing in-
formed systems. The problem of canceling out interference from the cover work
without knowledge of the original at the detector cannot be solved without
inventing clever ideas that make for good research publications and patents.
Informed detection, by contrast, seems like a solved problem.

At the same time, from the point of view of watermark users, the possible
applications of informed detection were not as attractive as applications requir-
ing blind detection. A few companies tested the market for proof-of-ownership
systems (e.g., [20]), but found that market to be weak. Other potential appli-
cations of informed detection, such as traitor tracing, were overshadowed by a
quest for a silver bullet: a system that could prevent illegal copying. It was the
quest for such copy prevention systems that led to projects like SDMI [14] and
watermarking for DVD [1], which inspired much watermarking research in the
late 90’s.

Finally, in 2000, Chen & Wornell [2] introduced Costa’s dirty paper result [8]
into watermarking research. This result strongly suggests that, in theory, the
performance of a properly designed blind-detection system should be just as
good as any informed-detection system. Application of Costa’s basic principles
led directly to dramatic improvements in the performance of blind-detection wa-
termarking systems [3, 11, 6, 17, 18], and it appeared that there should no longer
be any reason to work on informed detection.

However, the quest for a silver bullet against illegal copying became bogged
down in real-world problems. For a variety of reasons – mostly non-technical –
no watermarking system has yet been deployed for DVD, and SDMI-compliant
devices have yet to find a market. There is, therefore, a growing interest in
less-complete aids to copyright enforcement, most notably the application of
watermarks for traitor tracing. This interest has been encouraged by the recent
success of a video watermark in identifying two men responsible for a substantial
movie-pirating operation [13]. With rising interest in a potential application of
informed detection, it is worth revisiting the question of whether blind and
informed systems are, in fact, equally capable.

Our discussion of this question begins by describing, in Section 2, a water-
mark developed at Sarnoff Corporation between 2001 and 2003. This system is
designed for traitor tracing in digital cinema, and employs informed detection.
Though the ways its detector uses the unwatermarked original are not unique,
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some of them exploit aspects of real-world watermarking that differ dramatically
from Costa’s theoretical formulation, and thus call into question the applicability
of his result to watermarking. That is, we believe Costa’s result does not indicate
that watermarking with blind detection is necessarily equivalent to watermark-
ing with informed detection. This point is argued and elaborated in Section 3.
Finally, Section 4 concludes the paper with a summary of our argument and the
challenges it poses.

2 Sarnoff’s Video Watermark

Sarnoff’s video watermark [16] was developed to help identify the source of unau-
thorized distributions of movies exhibited in digital cinemas1. Each authorized
copy of a motion picture, including those distributed prior to the theatrical re-
lease, is watermarked with a unique serial number. In addition, each projector
will embed a watermark indicating the identity of the screen onto which it is
projecting, the show time, and perhaps some additional information about the
operator or the showing. Insiders with direct access to the movie who make
unauthorized copies can then be identified. Theaters that allow audience mem-
bers to videotape the movie with a camcorder can be identified if a copy of that
tape is distributed. Such a watermark provides the motion picture studies with
a tool to help them understand and manage the piracy problem.

The requirements for such a watermark are quite strict. Though the data
payload can be fairly small (about 0.5 bits per second is sufficient), the fidelity
and robustness must be extremely high. Part of the point of digital cinema
is to improve picture quality, so any degradation caused by watermarking will
be unacceptable. For example, the watermark must be completely invisible in
images with the quality shown in Figure 1 (a). At the same time, pirated copies
can have very poor quality, so the watermark must be detectable in severely
degraded video, such as that shown in Figure 1 (b).

To meet these requirements, the Sarnoff watermark uses very low frequency
spatio-temporal patterns referred to as carriers. Each carrier is a spatially-
limited pattern, one third to two thirds of the screen height in size, that ap-
pears and disappears slowly over time. Carriers are modulated (e.g., by sign or
phase) to encode 1’s and 0’s and added to the frame sequence. This design takes
advantage of the human visual system’s low sensitivity to extremely low fre-
quencies. At the same time, it makes for extremely robust watermarks, because
virtually all processing to which pirated video might be subjected preserves the
low frequencies.

Unfortunately, in spite of the eye’s insensitivity to low frequencies, randomly-
placed carriers are occasionally visible. To counter this problem, the embedder
employs some automated perceptual analysis to identify locations where carriers

1 Original work was funded in part under the U.S. Department of Commerce, National
Institute of Standards and Technology, Advanced Technology Program, Cooperative
Agreement Number 70NANB1H3036.
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(a) (b)

Fig. 1. A digital cinema application places extreme requirements on fidelity and ro-
bustness. The images shown are close-ups of a small region of a movie frame (courtesy
of Miramax Film Corporation). The fidelity of the high resolution detail of the original
content, shown in (a), must be maintained while the watermark must be detectable in
video with quality like that in (b)

can be invisibly placed. The watermark is then embedded at a subset of these
locations only.

The detector receives the suspect video (i.e. the pirated copy) along with two
pieces of side information: the original unwatermarked video and a description of
the carrier locations used by the embedder, as determined by perceptual analysis.
Note that this second piece of side information could just as well be obtained
by re-running the perceptual analysis on the original video, so, in principle, only
the first piece of side information is truly needed.

The detector first adjusts the original video’s geometry, timing, and color
histogram so that it matches the suspect video (see [4, 5] for details on how this
is done) and subtracts the two, obtaining a difference video. It then adjusts the
pattern of carriers the same way that it adjusted the original video, and correlates
it with the difference video. This yields either a positive or negative correlation
for each carrier, which is then decoded to obtain the watermark information.

The embedding and detection processes are described in more detail in [16].
For our purposes here, however, we need only focus on the three basic ways in
which the original video is used in the detector:

1. The original is subtracted from the suspect video to cancel out interference
between the video and the watermark.

2. The pattern of carriers is adjusted according to the registration of the original
and suspect videos, thus canceling out the effects of temporal, geometric, and
histogram distortions.

3. The pattern of carriers that the detector looks for, and thus the appearance
of the watermark, depends on the perceptual properties of the original video.
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The question we face is whether these functions – canceling interference, cancel-
ing distortions, and perceptual shaping – could, in theory, be performed equally
well with a blind detector. To answer this question, we must take a closer look
at the theoretical reasons for believing that they might be.

3 Informed Detection Versus Blind Detection

The reason for believing that blind and informed detection are equivalent comes
from Costa’s dirty-paper result of 1983 [8]. This says that the two are equivalent,
for a specific type of channel that is highly analogous to watermarking. After
briefly reviewing the result here, we go on to discuss the differences between
Costa’s channel and the reality of watermarking, and how those differences are
exploited in Sarnoff’s watermark.

3.1 Costa’s Dirty-Paper Result

The channels Costa discussed are illustrated in Figure 2 and Figure 3. A message,
m, is mapped to a signal vector, x, by the encoder. This signal is limited by a
power constraint:

1
n

∑
i

x2
i ≤ P (1)

where n is the number of elements in the vector. x is then corrupted by two
additive, Gaussian noise vectors, s and z. s is drawn from the first noise source,
and z is drawn from the second noise source. We refer here to x+ s as w, and to
w + z as y. y is received by the decoder, and decoded to the received message,
m̂. Figure 2 shows the case of informed decoding, in which s is provided to the
decoder as side information. Figure 3 shows the case of informed encoding, in
which s is provided to the encoder, before it must select x. The question is what
are the capacities of these two channels?

Clearly, in the case of informed decoding (Figure 2), the capacity can be
computed as if the first noise source does not exist. The decoder can simply
subtract s from y, obtaining x + z. Thus, the capacity is given by the standard
formula for capacity of an additive Gaussian channel:

C =
1
2

log
(

1 +
P

σz

)
(2)

where C is the capacity, and σz is the standard deviation of the second noise
source.

In the case of informed encoding (Figure 3), it is tempting to try a similar
approach, by encoding the message with some vector, u, and letting x = u − s.
This would mean that w = u and y = u + z, so the resulting channel looks like
one that has a single noise source. The problem is that

∑
(ui −si)2 will generally

be larger than
∑

u2
i , so u is more limited by the power constraint than x. In

general, u must be limited by
∑

u2
i ≤ P −σ2

s , where σs is the standard deviation
of the first noise source. Thus, the code rate achieved by this approach must be
lower than the capacity of Equation 2.



34 J.A. Bloom and M.L. Miller

Encoder Decoderx y

s z

wm m

First noise
source

Second noise
source

Fig. 2. Channel with informed decoding
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Fig. 3. Channel with informed encoding

Costa showed, however, that higher code rates can be achieved using

x = u − αs (3)

where α is a carefully chosen constant. When α is computed as

α =
P

P + σz
(4)

the highest possible code rate is actually equal to the capacity of Equation 2.
Thus, knowledge of the first noise source at either the encoder or the decoder
allows its complete cancellation for purposes of computing channel capacity.

The implications of this for watermarking become clear when we see that
the channels of Figures 2 and 3 are essentially the same as informed and blind
watermarking, respectively. The first noise source is analogous to the original
cover work. w is analogous to the watermarked work. The second noise source is
analogous to subsequent distortions applied to the watermarked work. And the
power constraint is analogous to a limit on perceptibility of the watermark.

If these analogies are perfect, then Costa’s result means that the cover works
have no effect on watermark capacity, and blind and informed watermarking
should have equivalent performance. We now, therefore, examine each of these
analogies in turn.

3.2 First Noise Versus Cover Works

Is Costa’s first noise source a good analogy for the original cover work? In general,
no. The problem is that most types of media are not Gaussian distributed.
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Fig. 4. Example of the distribution of values for an image transform coefficient. The
bars show the distribution of one coefficient in the 8x8 block DCT of 100 images. The
dotted line shows the best approximation of this distribution as a Gaussian. The dashed
line shows the best approximation of the distribution as a generalized Gaussian, with
a shape parameter of 0.5

The simplest models that provide reasonable matches to real distributions
of images and audio clips are generalized Gaussians in transform domains. For
example, Figure 4 shows the distribution of values for one block DCT coefficient
in a corpus of 100 images. The dotted line shows the best fit obtainable with
a normal Gaussian. The dashed line shows a fit obtainable with a generalized
Gaussian, computed as

P (x) =
λβ

2Γ
(

1
β

)e−|λx|β (5)

with the shape parameter, β, equal to 0.5, and the scaling constant, λ, equal to
0.2583.

In truth, the distribution of cover works is more complex than that shown
in Figure 4. Different image textures, different musical instruments, different
voices, etc. all have different statistical characteristics, and real works of media
are drawn from a complex mixture of these distributions.

Fortunately, it has been shown that none of this matters. Cohen & Lapi-
doth [7], and Erez, Shamai & Zamir [12] have proven independently (and in
different ways) that Costa’s result holds regardless of the distribution of the first
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noise source. As long as this noise is additive, its effect on channel capacity can
be cancelled at the encoder.

This means that, in principle, Sarnoff’s watermark detector should not need
to subtract the original from the suspect video. Instead, the embedder could
use coding techniques based on Costa’s proof (dirty paper coding [17]) to cancel
interference from the cover work.

3.3 Second Noise Versus Digital Media Distortions

The analogy between Costa’s second noise source and actual media distortions
is weaker than that between the first noise source and original cover works.
Digital media is rarely corrupted by the addition of Gaussian noise. Instead,
more common distortions include operations like

– valumetric scaling (multiplying each pixel or audio sample by some scaling
factor),

– spectral filtering,
– non-linear filtering,
– quantization for lossy compression, and
– geometric distortions.

This distortions are completely different from additive noise.
Unlike the first noise source, furthermore, deviation from a Gaussian dis-

tribution in the second noise source is likely to invalidate Costa’s result. In the
same paper where they proved that the first noise source can be arbitrary, Cohen
& Lapidoth put forth a conjecture that Costa’s result holds only if the second
noise is additive Gaussian. Though they did not quite prove this conjecture, their
argument for its validity is very strong.

One possible escape from Cohen & Lapidoth’s conjecture is that it only holds
for systems that compute x in the manner of Equation 3. It is likely that, with
different equations for x, Costa’s result can be obtained for some larger class of
second noise sources. However, it is far from clear that this should include every
conceivable noise source, or even the common types of distortion listed above.

A major issue with digital media distortions is that they are not additive.
The change made in a work by each of the distortions listed above is highly
dependent on the work itself. That is, there is significant mutual information
between w and z. This is a complete departure from Costa’s basic dirty-paper
channel, and allows an informed detector to do something Costa’s decoder has
no opportunity to do: obtain information about the distortion by looking at the
cover work.

In Sarnoff’s system, the detector obtains information about geometric and
histogram distortions by comparing the unmarked original with the suspect
video. It uses this information to cancel out the effect of these distortions, thus
effectively increasing the channel capacity beyond what could be acheived in a
channel that had no first noise source. There is, as yet, no reason to believe that
a similar increase in channel capacity can be obtained with a blind detector.
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Fig. 5. Effect of adding two different patterns, x0 and x1, to the same image with the
same power

3.4 Power Constraint Versus Fidelity Limit

The third part of the analogy between Costa’s channel and watermarking is
the mapping of watermarking’s fidelity constraint with the channel’s power con-
straint. This, too, is not a perfect analogy.

In the analogy, the vector x is the pattern added to the cover work s. By
limiting the magnitude of x with a power constraint, we hope to limit the per-
ceptibility of the change caused by adding it to s. In reality, however, the percep-
tibility of changes in a work is highly dependent on that work. For example, an
audio signal of pure white noise can be dramatically changed without changing
its perceptual effect, while a recording of a single, clear musical note is much less
forgiving. This means that, at a minimum, the power limit P should be viewed
as dependent on s.

Furthermore, the limit should also depend on x itself. Figure 5 shows an
example. This shows two different patterns for x, x0 and x1, and the perceptual
effect of adding each pattern, with the same power, to the same image. Because
x1 is shaped to have energy only in areas where the image has texture, its impact
is much less perceptible than the impact of x0. Thus, the power constraint for
x0 should be tighter than for x1. Clearly, however, this is image-dependant, so
to capture the true fidelity limit, we would need a power constraint based on
both s and x.
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Fig. 6. Channel with both encoding and decoding informed

It is not clear what effect this complication has on channel capacity. Cer-
tainly, an informed embedder can shape x to take advantage of perceptual phe-
nomena, improving the performance of a system with blind detection. This has
been demonstrated in numerous practical watermarking systems. The question,
however, is whether better performance can be obtained when the detector is
informed.

In the Sarnoff watermark, both the embedder and detector are informed, so
the channel matches that shown in Figure 6. This allows the embedder and the
detector to agree on the placement of the carriers, effectively designing a unique
code for each cover video, according to that video’s perceptual characteristics.
Whether this yields a fundamental improvement in channel capacity is an open
question – a question that is not addressed by the analogy with Costa’s channel.

3.5 A Possible Solution: Perceptually-Uniform Space

One possible way to make the analogy between Costa’s channel and watermark-
ing exact would be to use a perceptually-uniform space. In principle, we could
define some non-linear transform that, when applied to an image, maps it into a
space where Euclidian distance corresponds to perceptual distance. This should
simplify the two main areas where actual watermarking is more complex than
Costa’s channel.

Clearly, in a perceptually-uniform space, the power constraint will be a good
analogy for watermarking’s fidelity limit, because the perceptual difference be-
tween two images is, by definition, indicated entirely by the Euclidian distance
between them. Perceptual distortion does not vary with location in the space,
nor does it vary with direction of the distortion vector.

Less clearly, a perceptually-uniform space might also simplify the distribution
of subsequent distortions, making it more analogous to the second noise source
in Costa’s channel. The reason for this is that all the distortions to which media
will be subject are intended to preserve (to some degree) the perceptual quality
of that media. Thus, if we are in a space where the perceptibility of a distortion
is dependent only on the length of the distortion vector, and independent of
the starting point, then we might be justified in assuming that the distribution
of subsequent distortions is likewise independent of the work being distorted.
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Basically, the dependancy between the distortion and the work is subsumed in
the non-linearities of the transform into perceptually-uniform space. Under such
an assumption, we should be able to represent distortions with a simple, additive
noise source.

Unfortunately, defining a perceptually-uniform space is extremely difficult,
and may never be possible in practice. There exist several perceptual models for
judging small differences between images [10, 15, 19], and these might serve as
starting points for developing such a transform, but there are, as yet, no good
models for measuring larger perceptual differences. A space that’s uniform over
small changes should typically be sufficient to make the fidelity limit analogous to
a power constraint, because the fidelity limits typically only allow small changes.
But subsequent distortions, especially if introduced by a pirate, can be much
larger (see Figure 1 again). We have little hope, at present, of making a space
that is uniform over a large enough area to allow such distortions to be modelled
as simple additive noise.

Thus, even if a perceptually-uniform space is theoretically possible, it is likely
to be impractical. In the absence of such a space, informed detection will prob-
ably provide additional channel capacity.

4 Conclusion

The application of dirty-paper coding to the watermarking channel has suggested
that blind detection with side information available at the encoder is equivalent
to informed detection, in which side information is made available to the de-
tector. This extension relies on the validity of three important assumptions: the
distribution of cover works can be modelled as an additve Gaussian noise source,
the distribution of noise applied to a watermarked work prior to detection can
be modelled as an additive Gaussian noise source, and the maximum allowable
watermark power is independent of the cover work.

While the first of these assumptions does not directly hold, there is research
that shows that Costa’s result applies regardless of the distribution of cover
works. The other two assumptions are not so easily reconciled. The distortions
applied to watermarked works are highly dependent on the cover work and are
neither additive nor Gaussian. The fidelity limit places restrictions on the shape
of the watermark as well as on it’s power. Further, that shape is dependent
on the cover work. Thus, it appears that Costa’s result does not indicate that
watermarking with blind detection is necessarily equivalent to watermarking
with informed detection.

Sarnoff’s watermarking system for traitor tracing in digital cinema represents
an example of informed detection in which the detector can infer information
about the second noise source and the fidelity constraint applied during embed-
ding. Costa’s framework does not address such systems.

If the watermarking community is to continue to rely on Costa’s dirty paper
model to assess the capacity of the watermarking channel, there are a number
of questions that must be addressed.
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1. We need to better understand the role of the second noise source. It appears
that providing the detector with information about real distortions, those
that are non-additive and highly dependent on the cover work, can improve
the channel capacity. Can we prove that such knowledge does not improve
capacity?

2. We need to better understand the role of the fidelity constraint. Can we
design a perceptually uniform space in which the fidelity constraint becomes
a Euclidian power constraint? Or can we extend Costa’s model to address
content-dependent fidelity constraints rather than power?

3. An issue that has not been addressed here is the challange of distinguishing
between distortions that are introduced by the second noise source and the
watermark pattern itself. Given the original content, how can a detector infer
and compensate for distortions without damaging the watermark pattern?
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Abstract. This paper presents a new approach for data hiding with ro-
bustness to global geometric distortions. The global geometric distortions
can be described by a 6-parameters affine transformation. Our scheme
is designed for color images, which is combined with error-correcting
code, double-channels steganography, feature point extraction, and tri-
angle warping. Two color spaces of RGB images are considered two inde-
pendent channels, one for synchronization information, and the other for
a large amount of hiding data. The synchronization information consists
of the coordinates of triangles’ centers, cyclic redundancy check bits, and
parity check bits of convolutional codes. Global geometric distortions can
be estimated successfully by least square method and K-means method.
Then a large amount of data with low bit-error rate can be decoded by
SOVA algorithm of Turbo coding after the geometric adjustment. We
also improve the method for feature point extraction. Simulation results
show that our scheme is robust to rotation, scaling, translation, cropping,
shearing, and so on.

1 Introduction

Data hiding has an inevitable problem of synchronization. Geometric distor-
tions can induce synchronization errors during the detection process. Hence, the
robustness to geometric distortions is very important for data hiding.

We focus our work on the problem of geometric synchronization in data hid-
ing scheme, which is very difficult to tackle. Existing data hiding schemes have
realized a few part of the robustness to noise-like signal processing, such as
JPEG compression, Gaussian noise, and so on. So far, we have not found any
existing data hiding scheme with satisfying robustness to geometric distortions,
although several watermarking approaches, which counterattack geometric dis-
tortions, have been reported.

Patrick Bas et al. [1] proposed a feature-based watermarking scheme employ-
ing feature points extraction. The mark is embedded by using a classical additive
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Table 1. The differences between our scheme and the work of P. Bas [1]

Our Scheme P. Bas [1]
Purpose Watermarking or data hiding Only Watermarking
Number of channels Two. One for digital One.

synchronization information, Only for watermark.
the other for hiding data.

Digital Synchronization Coordinates of centers of triangles. None.
Information Embedded in each triangle of one color space
Hiding data In another color space In each triangle of

with full size one color space
Effective volume More than 500 bits Less than 50 bits
of embedded content
Using ECC Convolutional codes, Turbo codes No
Estimation of distortions Yes No

scheme inside each triangle of the Delaunay tessellation which is obtained by fea-
ture points extraction and Delaunay tessellations on the set of feature points.
The detection is realized by using properties of correlation on different triangles.
Simulation results show that the watermarking scheme is robust to some geo-
metric distortions. But the capacity of channel, which is an important target in
the data hiding, is not considered in his scheme.

This paper is inspired by the work of [1]. We propose a data hiding scheme
which can counterattack global geometric distortions. The synchronization prob-
lem of data hiding is more difficult than that of watermarking, because the vol-
ume of data hiding is much larger than that of watermarking. The differences
between our scheme and the work of [1] are shown in Table 1.

1.1 Global Geometric Distortions

Global geometric distortions, such as cropping, scaling, and rotation, can be
considered 6-parameters affine transformations. Let (x, y) and (x′, y′) denote
the coordinates of the original point and the affine point, respectively. We have

A(x, y) =
(

a b
d e

)(
x
y

)
+

(
c
f

)
=

(
x′

y′

)
. (1)

1.2 Main Ideas

A color image can be considered two independent channels. One, named as the
Synchronization Channel(SC), transmits the synchronization information. The
other, named as the Communication Channel(CC), carries the hiding data. The
SC is composed of triangles of the Delaunay tessellation which are based on the
image content. And the CC spreads to the whole image. For example, we can
choose blue space of RGB as the CC, and red tone of embedded triangles as the
SC. Only 2 color spaces are modified in our scheme. After the image undergoes a
geometric distortion, the six parameters of the global geometric distortion can be
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estimated by extracting a part of these synchronization information. Finally, the
hiding data are extracted from the recovered CC. The synchronization problem
is reduced by estimation of global geometric distortions.

1.) The Synchronization Channel: The purpose of SC is to re-synchronize the
CC during the detection. We embed some information of synchronization, whose
length is short, in some special triangles. The location of these triangles can be
obtained by performing a Delaunay tessellation on a set of feature points in the
image. These feature points can resist various types of geometric distortions. The
synchronization information are the coordinates of the centers of these triangles
where the information are embedded. During the detection, part of embedded
triangles can be re-detected. Warping these triangles into the standard trian-
gles, the receiver can extract original coordinates of the center in each triangle.
According to the relationship of original centers and current centers, we can
estimate the global geometric distortion.

2.) The Communication Channel: The purpose of this channel is to transmit
a large amount of hiding data using the algorithm of [7]. Because the image can
be recovered by the estimation of the global geometric distortion in the SC, the
scheme is robust to geometric distortions.

This paper is organized as follows. Section 2 presents the embedded triangle
detector. Synchronization information and ECC are discussed in Section 3. The
triangle normalization process and its inverse is described in Section 4. Section
5 and Section 6 detail the embedding scheme and detection scheme. Simulation
results in Section 7 will show the robustness to geometric distortions. Finally,
Section 8 concludes our presentation.

2 Embedded Triangle Detector

In this section, we present our embedded triangle detector(ETD) used in the
SC. The ETD is used to find some geometry-invariant triangles, so that the
synchronization information can be embedded in them. Our ETD is based on
the Harris corner detector and Delaunay tessellation.

2.1 Harris Corner Detector

Corners and vertices are strong and useful features in Computer Vision [3, 4].
We extract the feature points by Harris corner detector.

Harris and Stephens [2] proposed a corner detector, which works directly at
grey scale level. It is used to compute locally a measure of cornerness C defined
as the product of gradient magnitude and the rate of gradient direction. Let I
denote the intensity of the image.

C =

(
Î2
x

ˆIxIy

ˆIxIy Î2
x

)
, R(x, y) = Det(C) − kTrace2(C), (2)
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where Î denotes the smoothing operation on I, Ix and Iy represent the gradient
magnitude. Harris gave a value of k (0.04) for providing discrimination against
high contrast pixel step edges.

The output R(x, y) is thresholded for the corner detection. A set of corners,
eg. feature points, can be obtained by searching for local maxima.

S = {(x, y)|R(x, y) > η,∀(u, v) ∈ Vx,y, R(x, y) ≥ R(u, v)}, (3)

where Vx,y represents the neighborhood of (x, y).
To attain a homogeneous distribution of feature points, P. Bas et al. [1] sug-

gest searching local maxima in a circular neighborhood, whose diameter depends
on the image dimensions. In an image (width×height), let λ be a quantizer, and

the diameter D of the neighborhood can be calculated by D =
√

width2+height2

λ .

2.2 Embedded Triangle Detector

Some measurements must be applied to improve the robustness of the ETD.
In our experiments, when running Harris corner detector directly on the image
data, it is easy to find that feature points are lost significantly when the image
undergoes strong geometric distortions, such as rotation and scaling. It results
in more Delaunay triangles lost. We develop a method to tackle that problem.
Firstly, the Harris corner detector is performed on the image, and the feature
points are registered. Secondly, the Harris corner detector is applied on the dis-
torted image, after the image undergoes a geometric distortion, such as rotation
and scaling. The feature points are registered, too. Finally, comparing these two
sets of feature points, we can obtain a set of feature points existing in both
images. These feature points, more geometry-invariant than either of two cases,
are chosen for our next triangulation.

The set of feature points permits image partition using a Delaunay tessel-
lation. The Delaunay tessellation, for a set of vertices S, is a tessellation such
that for each circumscribing circle of triangle formed by three vertices in S, no
vertex of S is in the interior of the circle. The key advantage of using Delaunay
tessellation is that the tessellation has stable local properties [6]. Furthermore,
for a given set of points, the result of Delaunay tessellation are independent of
scaling and rotation.

2.3 Evaluation

We define a parameter m in (4) to evaluate the capability to preserve the em-
bedded triangles for our ETD when the image undergoes geometric distortions.

m = Npre/Nini, (4)

where Nini denotes the number of embedded triangles presented in the initial
image, and Npre represents the number of preserved embedded triangles after
the process. When m is equal to 1, all of the embedded triangles are preserved.
m directly affects the number of extracted synchronization information in the
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(a) m after rotation (b) m after scaling

(c) m after cropping (d) m after translation

Fig. 1. m— the ratio of preserved embedded
triangles

Fig. 2. The performance of
spreading blocks

SC, which have significant effect on the accuracy of estimation of geometric
distortions.

We calculate m to evaluate our ETD by applying different geometric dis-
tortions on three popular standard pictures: Lena, Peppers, and F16, whose
dimensions are 512×512.

16 rotations ±45◦, ±30◦, ±15◦, ±10◦, ±5◦, ±2◦, ±1◦, ±0.5◦

10 scaling operations 0.7, 0.8, 0.85, 0.9, 0.95, 1.05, 1.1, 1.15, 1.2, 1.5
9 cropping operations 0.55, 0.60, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95
12 translations (2, 0), (0, 2), (4, 0), (0, 4),(6, 4), (8, 0), (0, 8),

(8, 16), (16, 0), (32, 16), (32, 64), (64, 96)

where (x, y) ,in translation, denotes the new coordinates of the origin.
Simulation results are illustrated by Fig.1. If we threshold the parameter m

by 0.15, there will be enough preserved embedded triangles when rotation angles
are in -15◦ and 15◦, scaling factors are in 0.8 and 1.2, and cropping factors are
larger than 0.7. The ETD is strongly robust to translations.

3 Synchronization Information

In this section, we discuss the synchronization information and the ECC tech-
nology used in the SC. The synchronization information is composed of the
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Fig. 3. Triangle normaliza-
tion

Table 2. No. of extracted synchronization infor-
mation before(B) and after(A) an 8◦ rotation

Lena Peppers F16
constraint B A B A B A

3 56 13 72 34 57 17
5 62 17 69 30 64 20
7 54 9 67 25 48 12

coordinates of centers of embedded triangles, cyclic redundancy check (CRC)
bits, and parity check bits of convolutional codes.

3.1 Choosing Synchronization Information

The coordinates of embedded triangles’ centers are considered as synchronization
information for several reasons. Firstly, as far as a 6-parameters affine transfor-
mation is concerned, at least three pairs of corresponding points are required to
estimate the six parameters. Let vi ∈ R

2(i = 1, 2, 3) be vertices of a triangle,
the center of the triangle (v1, v2, v3) is v. Applying an affine transform A on the
triangle, it is true that

v =
v1 + v2 + v3

3
⇒ A(v) =

A(v1) + A(v2) + A(v3)
3

. (5)

Secondly, we can ensure that synchronization information are different from
each other, since the location of Delaunay triangles’ centers are different. Thirdly,
the coordinates of a center can be represented by a twenty-bits sequence, when
assuming the maximum dimensions of the image is 1024 × 1024. Each informa-
tion has short length and can be felicitously embedded in the 96 × 96 standard
triangles.

Further more, in order to exclude the great mass of wrong decoded synchro-
nization information during detection, cyclic redundancy check bits accompany
each synchronization information.

3.2 Using Error-Correcting Code for Synchronization Information

The SC, with low signal-to-noise ratio(SNR), is viewed as a noisy channel which
transmits synchronization information. The pixels in the SC can be considered
as additive white gaussian noise(AWGN). In our scheme, convolutional codes [8]
are employed, and soft-decision Viterbi decoding algorithm is adopted to achieve
a lower bit error rate (BER). Convolutional encoding with Viterbi decoding is
a forward error correction (FEC) technique that is particularly suitable to a
channel in which the transmitted signal is corrupted mainly by AWGN.

We compare the performance of convolutional codes with different constraint
values. We extract synchronization information in the SC before and after an
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8◦ rotation. The correct extracted synchronization information are registered.
According to experiments in Table 2, the best performance is achieved when the
constraint value is 5.

4 Triangle Normalization and Its Inversion

Warping a triangle into another triangle can be done via affine transformation
and spline-cubic interpolation. In our scheme, the standard triangle TS is define
as a 96×96 isosceles right-triangle. The procedure of warping a Delaunay triangle
into a standard triangle is triangle normalization, while the triangle inversion is
the inverse of the triangle normalization.

Fig.3 illustrates the process of the triangle normalization. Let T (v1, v2, v3) be
a triangle with three vertices v1, v2, v3 ∈ Z

2, whose angles are descending. While
warping a Delaunay triangle TD(d1, d2, d3) into a standard triangle TS(s1, s2, s3),
we can calculate an affine transformation A satisfying A(si) = di, for i = 1, 2, 3.
Let s1 = (0, 0), s2 = (0, q), s3 = (q, 0) and q = 96, we have

A(v) =
1
q

(
dT
3 − dT

1 dT
2 − dT

1
)
vT + dT

1 = tT , v, t ∈ R
2. (6)

Every point v in TS can be mapped into its corresponding affine point t in
TD. A spline-cubic interpolation process [5] is applied on the neighborhood of
the affine point to obtain the pixel value. The dimensions of its neighborhood,
illustrated in Fig.3, are 4 × 4.

Inversely, a standard triangle can also be transformed into a Delaunay triangle
with A−1.

5 Embedding Scheme

Our scheme is designed for data hiding. The insertion and extraction are based
on the pseudo-random spread spectrum technique, which provide robustness
and imperceptibility via models of human visual system(HVS). The embedding
scheme is divided into two parts detailed as follows.

5.1 Embedding in the CC

We embed hiding data in the CC using a spatial embedding algorithm[7]. We
adopt Turbo codes instead of convolutional codes, since turbo codes provide
better error-rate performance for long blocks than convolutional codes. Turbo
codes [9] are a class of near channel capacity ECC, and they can transmit across
the channel with arbitrary low BER. There are two primary decoding strategies
for turbo code: one based on the maximum a posteriori(MAP) algorithm, the
other based on the soft output Viterbi algorithm(SOVA). In our scheme, we
adopt turbo codes with SOVA decoder and the code rate is equal to 1

3 .
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5.2 Embedding in the SC

In the SC, all embedded triangles are considered independent sub-channels which
carry different synchronization information. We input the original image and a
secret key K.

1) The embedded triangles are obtained applying the ETD to the input image.
T = {Ti}, 0 ≤ i < NT , where NT denotes the number of triangles.

2) The pseudo-random sequence generator initialized by a secret key K gen-
erates pseudo-random sequences P = {pk}, pk ∈ {−1,+1}.
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3) Obtain mark triangle blocks. Calculate coordinates of the center in Ti, add
CRC bits, and perform a convolutional encoding process on the codes. After the
process of a classical pseudo-random spread spectrum, we obtain modulated
signals s. The 1-D sequence s is arranged in the shape of the standard triangle
by the zigzag scanning mode.

s[k] = b[� k

Nl
	] · pk, (7)

where b denotes the output bits of convolutional encoder, and Nl represents the
spreading length of every bit.

4) Warp Tw
i into T e

i in the same shape as Ti by the inversion of triangle
normalization.

5) An adaptive embedding strength βi is estimated for T e
i . T e

i is embedded
in the Ti by T ′

i = Ti + βi · T e
i . A detection process is performed on the T ′

i . We
search a minimal value βi ∈ [1, 4] without error. We call it adaptive feedback.

6) When all signal triangles are done, we can embed these signal by

I ′
r = Ir + J · W, W = ∪{(βi · T e

i )}, (8)
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where W denotes the mark signal in the SC, Ir and I ′
r denote color components

of the SC in the original image and the marked image, and J presents the spatial
perceptual mask [7] considering the HVS .

In order to avoid the superposition of signals between adjacent triangles, we
shouldn’t arrange modulated signals near the border of the standard triangle in
step 3). The modulated signals are spread on 2 × 2 pixel blocks, which allows
improving the signature detection after affine transformations. The performance
of different shapes of spreading blocks is illustrated in Fig.2. We compare 6 kinds
of spreading blocks: 1 × 1, 1 × 2, 1 × 3, 2 × 2, 2 × 3 and 3 × 3, before and after
an 8◦ rotation. Simulation results show that the best performance is achieved
when the shape of the spreading block is 2 × 2.

6 Detection Scheme

The detection scheme, illustrated in Fig.5, is mainly divided into three proce-
dures detailed as follows. The detection does not need original image.

6.1 Detection in the SC

Given a detected image Y and the secret key K, the detection procedure in the
SC obtains a set of synchronization information.

Step 1) and 2) are identical to the step 1) and 2) in the subsection 5.2.
3) Ti ∈ T is warped into a standard triangle Tn

i by triangle normalization.
4) Immediately, a pre-filter is applied on the normalized triangle Tn

i . A ma-
jority of image’s energy, which is considered AWGN, is eliminated.

TL
i = Tn

i ∗ 1
16L,

L = (Li,j), 0 � x, y � 8,
Lx,y =

⎧⎨
⎩

−1 x = 4 or y = 4 and x �= y;
16 x = y = 4;
0 others.

(9)

5) The synchronization codes are extracted from each TL
i by Viterbi soft-

decision. By cyclic redundancy checking process, we obtain {(xe
k, ye

k)}, 0 ≤ k <
Ne, where Ne denotes the number of extracted synchronization information
(NESI).

6) Let (xc
k, yc

k) be the current center of the corresponding triangle where
(xe

k, ye
k) is extracted. We collect a set of pairs of corresponding points:

χ = {((xe
k, ye

k), (xc
k, yc

k))}, 0 ≤ k < Ne. (10)

6.2 Estimation of Geometric Distortion and Image Recovery

According to the set χ, our algorithm, combined with K-means algorithm and
least square method (LSM), can estimate geometric distortion accurately, even
if there are a few incorrect pairs in χ.
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Estimation algorithm of geometric distortion:
MaxCluster = 0;
for all {k1, k2, k3} ∈ C3

Ne
{

Q = {k1, k2, k3};
do{ F = LSM(Q); Q = Φ;

for all i ∈ [0, Ne − 1] {
(xa

i , ya
i ) = F • (xe

i , y
e
i );

di =
√

(xc
i − xa

i )2 + (yc
i − ya

i )2;
if (di < ε) then Q = Q

⋃{i};
}

}while ‖Q‖ increasing;
if (MaxCluster < ‖Q‖) {

MaxCluster=‖Q‖; A = LSM(Q);
}

}.
where ε represents a threshold of distance di, F • is the operation of an affine
transform using F , and ‖Q‖ denotes the size of the set Q. The LSM(·) is a
function used to calculate A by LSM algorithm described below.

For more pairs of corresponding points, the linear relationship in Equation
(1) can be expressed more compactly in a matrix form as:

Z = HA,
Z = (x′

0, y
′
0,x

′
1, y

′
1, ...)

T ,
A = (a, b, c, d, e, f)T ,

H =

⎛
⎜⎜⎜⎜⎜⎝

x0 y0 1 0 0 0
0 0 0 x0 y0 1
x1 y1 1 0 0 0
0 0 0 x1 y1 1
...

...
...

...
...

...

⎞
⎟⎟⎟⎟⎟⎠ , (11)

where column vector A represents the parameters of affine transform, vector Z
contains the coordinates of affine points (x′

i, y
′
i) stung out into a column vector,

and the rows of matrix H contain the coordinates of original points (xi, yi) stung
out into row vectors. At least three pairs of corresponding points are required to
estimate the 6 parameters. The estimation of affine transformation can be done
by minimizing the square difference, e.g. the Least Square Method.

A = (HT H)−1HT Z. (12)

According to the parameters A, the CC can be re-synchronized by image
reconstruction using the affine transformation and spline-cubic interpolation.

6.3 Detection in the CC

We extract the hiding data from the re-synchronized CC by the detector of [7].

7 Simulation Results

We test our proposed data hiding scheme on the popular test images 512 × 512
Lena, Peppers and F16. We define a 512-bits sequence as the hiding data. We
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Table 3. Simulation results of our data hiding scheme. BER denotes the Bit-Error
Rate of the extracted hiding data in the CC. NESI represents the Number of Extracted
Synchronization Information in the SC

attacks Y-shearing X-shearing Translation General Cropping
A1 A2 A3 A4 A5 A6 A7 A8 0.75 0.85 0.95

Lena BER% 0 0.39 0 0 0 0 1.95 0 6.44 4.10 2.34
NESI 22 19 24 17 51 50 13 14 14 20 25

Peppers BER% 0 0.20 0 0.59 0 0 0 1.17 2.54 1.17 1.17
NESI 38 30 40 28 62 62 25 29 4 21 33

F16 BER% 0 0.78 0 0 0 0 1.17 1.75 3.51 1.75 0.98
NESI 23 21 30 32 56 53 19 15 9 19 30

attacks Removing lines Scaling
10 20 30 40 50 60 70 0.75 0.85 0.95 1.10 1.20 1.30 1.50

Lena BER% 9.77 0.78 0 0.78 0.78 0.78 0 37.9 0 0 0 6.45 9.38 29.9
NESI 7 16 25 13 25 33 24 5 12 15 17 10 8 6

Peppers BER% 6.05 0.78 1.95 0 0.59 0 0 20.7 0.98 0.98 0 1.37 7.42 14.3
NESI 19 23 21 31 33 29 37 6 16 25 33 21 11 8

F16 BER% 12.1 5.66 5.01 0 2.34 0 0 23.0 1.37 0 0.39 5.27 6.64 23.8
NESI 5 13 12 18 27 25 32 4 13 17 22 15 10 8

attacks Rotation
-15 -10 -5 -2 -1 -0.5 -0.25 0.25 0.5 1 2 5 10 15 30

Lena BER% 7.62 5.66 0 1.17 0.98 1.17 0 0.20 0 0 0 1.17 3.71 5.27 20.3
NESI 9 11 18 16 21 22 30 25 23 20 22 20 13 10 6

Peppers BER% 0.98 0.78 0.78 1.17 0 0.59 0 0 0.20 0.59 0 0 1.17 1.17 1.17
NESI 19 26 34 38 39 40 51 49 39 35 37 38 24 18 11

F16 BER% 6.45 4.10 0 0.78 0.78 1.17 0.39 0.20 0.20 1.56 0.39 1.95 2.53 6.45 19.9
NESI 11 16 20 23 26 20 27 26 22 25 26 21 15 12 7

choose blue space for the CC, and red space for the SC. The PSNR values
between the original and the marked images are 45.31dB, 47.44dB, and 46.60dB
for Lena, Pepper, and F16, respectively.

Stirmark4.0 [10] is employed to evaluate the robustness to geometric distor-
tions. The simulation results for geometric distortions are shown in Table 3.

– Affine transformations.
Y-shearing A1 = (1, 0, 0, 0.02, 1, 0) A2 = (1, 0, 0, 0.05, 1, 0)
X-shearing A3 = (1, 0.02, 0, 0, 1, 0) A4 = (1, 0.05, 0, 0, 1, 0)
Translation A5 = (1, 0, 4, 0, 1, 16) A6 = (1, 0, 32, 0, 1, 64)
General A7 = (1.015, 0.013, 0, 0.02, 1.011, 0) A8 = (1.025, 0.01, 0, 0.04, 1.012, 0)

– Cropping: Crop image at different ratio. ratio = 0.75, 0.85, 0.95. The cropping
below 0.75 will lose too much image content, which results in high BER;

– Scaling: Scale image at different scale: 0.75, 0.85, 0.95, 1.1, 1.2, 1.3, 1.5;
– Removing Lines: Remove one line at different frequency of row and column:

10, 20, · · · 70;
– Rotation: Rotate image at different angles: 30◦, ±15◦, ±10◦, ±5◦, ±2◦, ±1◦,

±0.5◦, ±0.25◦.
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Our scheme is robust to affine transformation, centered cropping, removing
lines, rotation, scaling, and translation. When geometric distortions get stronger,
NESI decreases rapidly and BER of the hiding data in the CC ascends sharply.
This is caused by significant loss of the embedded triangles. For instance, crop-
ping attacks change the size of image, but not the size of the image content. As
a result, the diameter of searching neighborhood is changed and some feature
points are lost. So the embedded triangles can not be identified correctly and
completely. The BER is above 20% because of too many pixel information being
lost when the factor of cropping is below 0.75 or the factor of scaling is outside
[0.85,1.3]. Our scheme shows strong robustness to removing lines process which
is similar to scaling process. Because signal are embedded in spatial domain, our
scheme can counterattack a very slight noise or high quality jpeg processing.

8 Conclusions

In this paper, we propose a new approach for data hiding that counterattack
global geometric distortions. We emphasize our key elements as follows. The
synchronization information and estimation of geometric distortions in the SC
guarantee the re-synchronization of the CC. Channels are separated for synchro-
nization and communication. Although it may reduce the channel capacity, the
robustness to geometric distortions is improved greatly. Convolutional codes in
the SC and Turbo codes in the CC provide a satisfying performance.

One immediate extension of our scheme is the video data-hiding that counter-
attack geometric distortions. Another extension is the robustness to the global
geometric distortion with 8-parameters. The future line of research consists of
designing a more stable ETD to improve the m, and modifying the scheme in
frequency domain to improve the robustness to signal processing.
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Abstract. This paper proposes an internet-based personal identity ver-
ification system using lossless data hiding and fingerprint recognition
technologies. At the client side, the SHA-256 hash of the original finger-
print image and sensitive personal information are encrypted and em-
bedded into the fingerprint image using an advanced lossless data hiding
scheme. At the service provider side, after the hidden data are extracted
out, the fingerprint image can be recovered without any distortion due to
the usage of the lossless data hiding scheme. Hence, the originality of the
fingerprint image can be ensured via hash check. The extracted personal
information can be used to obtain the correct fingerprint feature from the
database. The fingerprint matching can finally verify the client’s iden-
tity. The experimental results demonstrate that our proposed system is
effective. It can find wide applications in e-banking and e-government
systems to name a few.

1 Introduction

As more and more activities are being conducted through Internet, people are
more willing to use this convenient way to handle personal business includ-
ing financial activities. Some of them involve large amount of money. How-
ever, Internet by itself is not a safe place. Criminals prefer to rob banks by
using advanced technology rather than by using gun nowadays. Most of the
online crimes rely on feigning the identity of other people. Thus, personal iden-
tity verification has emerged as a crucial issue for the safety of online
activities.

In this paper, we proposed a smart internet-based personal identity verifi-
cation system using lossless digital image watermarking and fingerprint recog-
nition. On the one hand, our system utilizes the fingerprint to identify person.
We use one way hash SHA256 to ensure the originality of the fingerprint im-
age. On the other hand, personal information is embedded into the fingerprint

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 55–65, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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image losslessly and imperceptibly so that it can be transmitted through the
Internet covertly. At the client side, fingerprint and encrypted user information
serve as input of the identity verification. At the service provider side such as
banks verify the fingerprint by using the hash value and the encrypted data to
authorize the remote client. We claim that the combination of fingerprint and
encryption can achieve better security than either of them alone. Firstly, secure
messages are embedded into the fingerprint images. As a result, the data amount
needed to transmit will not increase. Secondly, since the secure message cannot
be seen directly by human eyes, it is safer than encryption alone in which the
malicious attackers will easily know that there exist secret messages. Thirdly,
the fingerprint is hashed and the hash value is embedded into the fingerprint
image itself. As a result, the originality of the fingerprint can be guaranteed via
authentication.

To the best knowledge of the authors of this paper, there is no prior art
concerning embedding information into fingerprint images in the literature. Our
proposed system can be applied to various applications such as e-banking, e-
trading and e-government systems. In fact, it has been applied into an online
pension distribution system in China.

2 Invertible Data Hiding

The invertible data hiding scheme adopted in this paper is to embed water-
mark into middle bit-planes of the image wavelet coefficients of the highest
frequency sub-bands. We apply histogram modification before embedding to
ensure that no over/under-flow will occur after data hiding. The watermark
scheme we used has very high capacity and low visual artifact. In addition,
the computational complexity of the proposed algorithm is low. In this sec-
tion, we present a brief introduction of the basic idea of the scheme. The new
improvements of the scheme [1], that has made the scheme much more effi-
cient, and the application of the updated scheme to the verification system are
described.

2.1 Selection of Wavelet Family

Although our invertible watermarking scheme can be applied to various wavelet
families, after experimental comparison, we have discovered that CDF(2,2) is
better than other wavelet families in terms of embedding capacity and visual
quality of watermarked image in general.

2.2 Selection of Embedding Sub-band and Bit-Plane

Manipulating on sub-band HL, LH and HH of the highest resolution level will
cause the least visual artifact because they contain only the highest frequency
components. In these sub-bands, we embed data into a particular bit-plane. For
a coefficient, if a flip occurs in the nth bit-plane, its value will change by amount
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of 2n−1. For example, a flip on 4th bit-plane will either increase or decrease
the coefficient value by 8. The higher the bit-plane is, the larger the change is
and the lower the marked image quality will be. However, usually, the higher
the bit-plane is, the shorter bit stream it can be compressed into. As a result,
higher embedding capacity can be achieved. Hence, there is a trade-off between
image quality and embedding capacity. Instead of only embedding data in one
bit-plane as in [1], we propose here to use multiple bit-planes for data hiding if
the capacity provided by one bit-plane is not enough. We define the bit-plane(s)
used to embed data as Embedding Bit-plane(s) , and the remaining as Untouched
Bit-planes.

2.3 Histogram Modification

The purpose of histogram modification is to compress the histogram range of
the original fingerprint image so that, after data hiding, the pixel value of the
marked image will not exceed the permitted value range which is (0,255) usually.
If over/under-flow occurs, the lossless property of the watermarking scheme will
be lost and the original fingerprint image cannot be recovered.

We select G grey levels, G/2 on both borders, which need to be merged as
illustrated in Fig. 1 After modification, the histogram range is reduced to [G/2,
(255-G/2)]. In order to recover the original fingerprint losslessly, the information
about how to recover the original histogram will be embedded into the fingerprint
as well as overhead. The parameter G is related to which wavelet family we choose
and which sub-band we choose as the embedding carrier. An analysis is provided
as follows:

Fig. 1. Histogram modification

If CDF(2,2) is selected and the data are to be embedded into the fourth
bit-plane of HH, HL, LH sub-bands of the highest resolution level, according to
integer lifting scheme formula,
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di ⇐ di −
[
1
2

(si + si+1) +
1
2

]
(1)

si ⇐ si −
[
1
2

(di−1 + di) +
1
2

]
(2)

We can estimate pixel value change. If a flip on the 4th bit-plane occurs, the
coefficients will change by amount of 8. We can find out that the pixel value will
change by amount of M=42 in the worst case. Thus, the histogram adjusting
value G should be 84.

The estimation of M considers only the worst case in all steps. In reality, the
probability that this result occurs is very small. According to our experiments,
when moderate watermarking capacity is required, it is enough for G to be 30
to avoid over/under-flow for most natural images [1].

Although the histogram modification is to prevent over/under-flow, it will
degrade the visual quality of the marked image. Two problems are brought out
by big G. One is that the number of pixels needed to be changed increases.
As a result, visual quality degrades. The other problem is the information for
recovering original histogram increases. Thus, the effective capacity will decrease.
In conclusion, the value G should be as small as possible.

Obviously, we need to embed the data representing the bookkeeping infor-
mation in histogram modification in order to late recover the original image. In
[1] a coordinate-based bookkeeping is used, in which the coordinates of pixels
moved towards the middle and their gray levels are recorded. This results in
a large amount of bookkeeping data when either the image size is large or the
number of pixels assuming two end levels is large. Here, we propose to use the
merge-and-shift based bookkeeping method. That is, to empty G/2 gray lev-
els at one side of the histogram, we choose G/2 suitable gray level pairs (two
neighboring gray levels form a pair) from examining the histogram. We merge a
pair of levels and leave an empty level. The rest of gray levels are shifted from
the end towards the middle of the gray levels. For the other side of histogram,
we do the similar modification. This new method can save bookkeeping data
effectively.

2.4 Data Embedding and Extraction

As illustrated in Fig. 2, the original fingerprint image is subject to histogram
modification first. After forward wavelet transform applied to the modified im-
age, the embedding bit-plane(s) is(are) compressed with JBIG algorithm. The
left-over part is used to embed data. Three kinds of information are needed to
be embedded. They are the hash value of the fingerprint image, the informa-
tion about recovering the original histogram and the user’s personal informa-
tion. All of them are combined together and encrypted with an encryption key.
The encrypted bit-stream is embedded into the left-over part of the embedding
bit-plane(s). Then, the embedding bit-plane(s) and the untouched bit-planes are
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combined together for inverse wavelet transform. Finally, we have the marked
fingerprint image which is ready for transmission. Watermark extraction proce-
dure is the reverse of the embedding part which is illustrated by Fig. 3. After the
embedded data is extracted, it is decrypted with a decryption key. Two encryp-
tion/decryption schemes can be applied in our system. One is symmetric scheme
in which both keys are the same and the key is needed to be transmitted. The
other is non-symmetric scheme which is known as public/private key pair. The
recovered fingerprint image will be subject to hash verification to determine its
originality.

2.5 Performance Analysis

We have applied our algorithm to two fingerprint libraries. Library A is FVC2000
fingerprint database[3]. Image size is 300x300. Library B is generated in our
work using Verdicom’s fingerprint mouse[4]. The image size is 256x300. Our
experiments show that for Library A, the embedding capacity can be as large as
0.6bpp. For Library B, the capacity is 0.11bpp. Both are enough for our system
requirement. In terms of image quality, for A, if watermark is embedded at the
rate of 0.4bpp, the PSNR of the marked image vs. the original image is over
30dB. For B, if the embedding data rate is 0.07bpp, the PSNR is over 24dB. All
of marked images have no visual artifact. It is noted that the result of Library
A is better than that of Library B.

Fig. 4 and Fig. 5 are the testing results of a fingerprint, named A1, in Library
A. The histogram is low on borders. The pixel grey values range from 101 to 250.
Hence the histogram modification will not change the image much. In the test,
the amount of 0.11bpp data is losslessly embedded in the 4th bit-plane of HH sub-
band of the highest resolution. G is set to be 12 so that the modified histogram
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Fig. 4. Fingerprint A1 and its histogram before and after modification and embedding

Fig. 5. Relationship between PSNR and payload for A1
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Fig. 6. Fingerprint B1 and its histogram before and after modification and embedding

Fig. 7. Relationship between PSNR and payload for B1

ranges from 101 to 249. Only 1 grey level, 250, is needed to be merged. PSNR
of marked image is 42.75dB. Library B is generated by Veridicom’s fingerprint
mouse[4]. All fingerprints in it are different from those in Library A in some
aspects such as histogram structure. Although the result of Library B is not as
good as that of Library A, both watermarking capacity and visual quality meet
our system’s need.

Fig. 6 and Fig. 7 are the testing results of a finger B1, in Library B. The
histogram ranges from 0 to 255 and is high on both borders but low on center.
0.04bpp data is embedded in the 5th bit-plane of the HH sub-band of the highest
resolution. G is set to be 30, so that after modification, the histogram range will
be compressed to [15, 240]. 30 grey levels are to be merged. The PSNR of the
marked B1 is 29.67dB.
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3 Fingerprint Recognition

We use Veridicom’s fingerprint software and fingerprint mouse to capture the
fingerprint image[2][4]. Fig. 8 is the mouse we used.

Fig. 8. Veridicom’s fingerprint mouse

Because the watermarking scheme used in this paper is invertible, water-
marking itself will not affect the fingerprint recognition process at all. Thus,
the performance of recognition will be influenced by the fingerprint software
and hardware. To test the performance, we apply the recognition to FVC2000
fingerprint database[3]. In this database, we select 8 categories of fingerprints
and for each category, we choose 10 fingerprints. The total number is 8x10=80
fingerprints. Fig. 9 contains eight fingerprints in one category.

Fig. 9. Eight fingerprints in one category

Then, we select 8 fingerprints in each category to train the recognition soft-
ware. Finally, we match all the 80 fingerprints to the training results. Table 1
is the matching results. If two fingerprints have the number of matched features
great than the Threshold Value, we consider them belonging to the same person.
The Correct Matching Rate is the rate by which the system can successfully iden-
tify a person. The Error Rate is the rate by which the system wrongly identify
person Y in the database as person X. It is noted that the lower the Threshold
Value is, the higher the matching rate will be. In addition, the error rate is zero
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Table 1. Matching Results

Threshold Value Correct Matching Rate Error Rate
15 72.5% 0%
13 77.5% 0%
11 82.5% 0%
10 85% 0%
8 87.5% 0%
5 90% 0%
3 90% 0%
1 90% 0%

for all the threshold values listed. In order to increase the matching rate, the
user can input their fingerprint by three times. Assuming they are independent
event, the final matching rate will be 97.2% if we set the threshold to be 5 for
all three matches.

4 Personal Identity Verification

Our proposed system can be used to verify a person’s identity through Internet.

4.1 System Architecture

Fig. 10 is the proposed system architecture. Central Database stores the fea-
tures of the registered users’ fingerprints and their other personal information.
The Server receives marked fingerprints transmitted from registered users and
extracts personal information. If the identity is verified, the user will be autho-
rized for further transaction.

Fingerprint
Generator

Server of
the Service

Provider

Central
Database

Internet

Fig. 10. System architecture

4.2 Software Module

Identity Registration. Before identity verification, user must register their
fingerprint and other personal information in the central database. Specifically,
fingerprint capture device will capture three fingerprint images of the same fin-
ger and extract the features of them. Finally, the features and user’s personal
information are stored in the central database.
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Identity Verification. Identity verification procedure is depicted in Fig. 11.
The fingerprint is compared with the registered fingerprint feature. If a match
achieves, the user is authorized. It can be seen that two level of security is
provided here. One is the hash check, the other is fingerprint match. The former
authenticates the originality of the fingerprint, while the latter recognizes the
registered person’s identity. Failure of either one will cause the failure of the
authentication.

5 Summary

In our proposed system, messages are embedded into the fingerprint image itself.
No visible artifact can be detected. It is more secure than encryption protec-
tion method alone. The invertible feature of the adopted watermarking scheme
combines with the feature of SHA, the originality of the fingerprint image is
guaranteed.
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Abstract. This paper presents a new approach on utilizing human vi-
sual model (HVM) for watermarking. The approach introduces the linear
prediction synthesis filter, whose parameters are derived from a set of just
noticeable differences estimated by HVM. After being filtered by such a
filter, the watermark can be adapted to characteristics of human visual
system. As a result, the watermark visibility is noticeably decreased,
while at the same time enhancing its energy. The theoretic analysis of
the detector is done to illustrate the affect of the filter on detection value.
And the experimental results prove the effectiveness of the new approach.

1 Introduction

Image watermarking [1], is finding more and more support as a possible solution
for the protection of intellectual property rights. To this aim, the most impor-
tant features a watermarking technique should exhibit are unobtrusiveness and
robustness. However, there exists mutual contradiction between them during
watermark embedding. For obtaining the robust watermark, the cover data are
modified largely which degrades their quality and fidelity. Presently it is widely
accepted that robust image watermarking techniques should largely exploit the
characteristics of the human visual system (HVS) [1], [2], [3].

The response of HVS varies with the spatial frequency, brightness, and color
of its input. Many perceptual models of HVS have been constructed in spatial
domain [4], frequency domain [5, 6] and wavelet domain [7, 8]. Generally the
just noticeable differences (JND) can be derived in a HVM, which prescribe the
smallest amount of change to be discernible in local image. And a perceptual
distance is introduced to estimate the overall change in a work.

There has been much research over the years in applying HVS to image wa-
termarking. In [9], each component of a watermarking signal is first weighted
using the JND and then embedded into an original image. Many other algo-
rithms follow the scheme [4,10-15]. Obviously, such perceptually shaped (linear
scaling) watermark signal can not reflect the local image characteristics very
well. If the watermark signal is generated independently by a Gaussian random
number generator, most components are near zeros and some ones are beyond

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 66–76, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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one. As a result, most local image characteristics are not used sufficiently, while
at some locations, embedding may lead to visible artifacts. In [14], the optimal
use of perceptual models is proposed. Two alternative optimal behaviors for the
embedder are specified: 1) maximizing the robustness of an embedded mark,
while maintaining a constant perceptual distance. 2) minimizing perceptual dis-
tance while maintaining a constant robustness. The optimality disregards the
considerations of the local image characteristics. The above problems still exist.
In addition, JND is used to derive perceptually based quantizer and to determine
perceptually based bit allocation in some algorithms [16, 17].

In this paper, a linear prediction (LP) synthesis filter is introduced to shape
the watermarking signal. Section 2 describes the construction and property of
the filter. Based on these, it is applied to adapt the spectral structure of the
watermark to the JND obtained from the adopted HVM in Section 3. And
the model of watermark embedding is also presented. Section 4 theoretically
analyzes the performance of the modified linear correlation detector. A specific
watermarking is designed according to the proposed scheme and a serial of tests
are done to evaluate it in Section 5. Finally, we conclude the paper.

2 Linear Prediction Synthesis Filter

One of the classical results of science of speech coding theory has been the
development of the LP synthesis filter [18]. Recently, some work is done to extend
it from 1-D to 2-D in theory and application [19, 20]. In this section, the 2-D
model and properties of it are described concisely.

Suppose that x(n1, n2) represents a 2-D discrete spatial signal. Applying
optimum linear prediction theory (i.e. forming and solving 2-D Yule-Walker
normal equations) to x(n1, n2), the linear prediction coefficients (LPC), A =
{a(m1, m2) ∈ R|0 ≤ m1 ≤ m2, 0 ≤ m2 ≤ p2} can be obtained, where p1 and p2
represent the row order and column order respectively [18, 19]. And the linear
prediction error e(n1, n2) with variance G2 = ε{|e(n1, n2)|2} has the form

e(n1, n2) = x(n1, n2) −
p1∑

m1=0
m2 �=0

p2∑
m2=0
m1 �=0

a(m1, m2)x(n1 − m1, n2 − m2) (1)

The LP synthesis filter is defined as an IIR filter using the LPC array A as
the filter taps. Therefore, it is expressed in the form of I/O difference equation as

y(n1, n2) =
p1∑

m1=0
m2 �=0

p2∑
m2=0
m1 �=0

a(m1, m2)y(n1 − m1, n2 − m2) + Gν(n1, n2) (2)

It has been shown in [20] that a nice property of this filter is that it can adapt
the spectral structure of the processing noise, ν(n1, n2) to that of the host signal
x(n1, n2), which is illustrated in 1-D in the bottom of Fig. 1. According to the
conclusion, this filter is also able to adapt the spectral structure of the processing
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Fig. 1. The spatial domain LP synthesis filter adapts the structure of the noise spec-
trum to that of the signal spectrum

v(n1,n2) IIR
Filtering

x(n
1
,n

2
)

y(n1,n2)

Inverse
Transform

Cyclic
Padding

2-D LP

A

LPSF

(f1, f2)X
~

Fig. 2. Basic design of LP synthesis filter to adapt the spectral structure of the pro-
cessing noise to the signal x(n1, n2) itself

noise to the signal x(n1, n2) itself, as long as A is derived by applying optimum
linear prediction theory to the 2-D inverse Fourier transform of x(n1, n2), which
is denoted with X̃(f1, f2). In fact, x(n1, n2) is viewed as the spectrum to be simu-
lated. The design of LP synthesis filters for the latter purpose is depicted in Fig. 2.

In the practical application of such a filter, the main difficulty is to calculate
the LPC. The problem has been investigated adequately in [19]. Real filterbanks,
such as discrete cosine transform (DCT) or modified DCT (MDCT), are best
used for spectral transform. Additionally, unlike 1-D LP synthesis filter, 2-D LP
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synthesis filter cannot be guaranteed to be stable. One solution is to cyclically
pad the host signal before calculating the LPC. Another one is to weight the
calculated LPC. More detail can be found in [20].

3 Watermark Embedding

LP synthesis filter is applied broadly to speech coding, image coding and com-
pression. In this section, it is adopted to adapt the spectral structure of water-
mark signal to the JND obtained from some HVM, which allows more efficient
use of HVM.

In most of watermarking algorithms, the watermark, wm to express a specific
message is a set of random numbers of independently Normal distribution with
zero mean. Therefore

wm(i, j) ∼ N(0, σ2
wm) (3)

It is embedded into the target image Io using the linear modulation as

cwm(i, j) = co(i, j) + αmwm(i, j) (4)

where co, cwm denote the cover data and the covered data respectively and αm

is a global embedding strength. Assume that co is drawn from Io in the spatial
domain and a JND array, s is estimated using some proposed HVM in frequency
domain. Intuitively, a stronger watermark can be embedded if wm is reshaped
as ws, the spectral coefficients of which, WS is near to s. Based on this idea, LP
synthesis filter can be applied to obtain ws according to the property of it. Since
the simulated signal s is in frequency domain, the operation of filtering should
be performed in spatial domain and the filter is implemented as shown in Fig.
2. Therefore, the reshaped watermark signal ws has the form

ws(n1, n2) =
p1∑

m1=0
m2 �=0

p2∑
m2=0
m1 �=0

a(m1, m2)ws(n1 − m1, n2 − m2) + Gwm(n1, n2) (5)

where a(m1, m2) is the LPC of s in spatial domain. So Equation (4) is modified as

cws(i, j) = co(i, j) + αsws(i, j) (6)

When s is estimated in spatial domain, all the operations are similar except
that it is in the inverse spectral domain that the filter is constructed and co is
extracted from Io. We observe that in both cases, watermark embedding and
filtering are both carry out in the same domain, i.e. the inverse spectral domain
of the signal s. Such choice is to ensure that the perceptually shaped watermark
ws and wm has the linear relationship represented by Equation (5), which is
convenient for the analysis of detector in the next section. A general version of
this embedding process is illustrated in Fig. 3 and the inner LPSF module is
depicted in Fig. 2.
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4 Watermark Detector

To detect the watermark, wm on the cover data cu extracted from the received
image Iu, the linear correlation calculated as

ρ =
1
N

ĉu · wm =
1
N

∑
i,j

ĉu(i, j)wm(i, j) (7)

ĉu = cu − μcu (8)

is adopted, where N is the dimension number of cu and wm and μcu denotes the
expectation of cu.

Suppose Pfp is the prescribed limit on the probability of a false positive of
the detector, the corresponding threshold τ is chosen so that

P (ρ ≥ τ |wm is absent) = Pfp (9)

where P (A|B) denotes the probability of an event A conditioned on an event B
[21]. Under the condition Iu is unwatermarked with wm, Equation (7) reduces to

ρ|co =
1
N

ĉo · wm =
1
N

∑
i,j

ĉo(i, j)wm(i, j) (10)

where ĉo is defined as Equation (8). Because each component of wm is satisfied
with independently normal distribution and wm is uncorrelated with co, it can
be assumed that ρ|co is normally distributed [22]. Combining Equation (3), (8)
and (10), it is easy to derive that the expectation, and standard deviation of ρ|co

are respectively
μρ|co = 0
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and

σρ|co =
√

N − 1
N

σcoσwm (11)

where

σco =
√

1
N − 1

∑
i

∑
j

(co − μco)2

Therefore the equivalent expression for Equation (9) is

erfc(
τ

σρ|co
) = Pfp (12)

where erfc denotes the complementary error function defined as

erfc(x) =
1√
2π

∫ ∞

x

e
t2
2 dt

Solving Equation (12), τ is obtained as

τ = erfc−1(Pfp)σρ|co (13)

Conversely, if Iu is watermarked with wm, Equation (7) is transformed into
Equation (14) by substituting ĉu with cws in Equation (6).

ρ|ws =
1
N

ĉo · wm +
αs

N
ŵs · wm (14)

where ŵs is defined as Equation (8). Performing the expectation operation, we
obtain

μρ|ws =
αs

N
E(ŵs · wm) (15)

Then, substituting Equation (5) into Equation (15), we have

μρ|ws =
αs

N

∑
i

∑
j

E{[
∑
m1

∑
m2

a(m1, m2)ws(i − m1, j − m2)+Gwm(i, j)]wm(i, j)}

(16)
Finally, Equation (16) simplifies to

μρ|ws = Gαsσ
2
wm (17)

Similarly, we can also obtain

μρ|wm = αmσ2
wm (18)

The mean value, μρ|ws is also an important performance index for differenti-
ating the watermarked and unwatermarked images. Equation (17) illustrates it
is proportional to G. A factor to affect G is the dimension numbers of cws i.e.,
N , which is shown in Equation (1). Generally when large N is selected, μρ|ws is
augmented, that is the performance of the detector is improved.

In addition, combining Equation (17) and (18), we have

r = μρ|ws/μρ|wm = Gαs/αm

If r > 1 (it is generally satisfied), the linear correlation between cws and ws is
higher than that between cwm and wm, which shows the use of LP synthesis
filter enhances the performance of the detector.
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5 Experimental Results

In order to test the proposed approach, a specific watermarking is designed.
Watson’s DCT-based visual model is adopted [6]. The image itself is regarded
as the cover data. The watermark is first perceptually shaped as Equation (5)
and then embedded in the spatial domain as Equation (6), where the embedding
strength αs is adjusted by a given perceptual distance [14].

First, watermark invisibility is evaluated. In Fig. 4 (a), the original ”lena”
image is presented. The response of HVM, s is shown in Fig. 4 (b), which reflects
the local perceptual characteristic of ”Lena”. Fig. 4 (c) is the watermarked copy
with perceptual distance 40. Further, as shown in Fig. 5 (a), the spectrum of
the shaped watermark simulates s well, while the method regarding JND as
weighting factors of watermark does worse in Fig. 5(b) [14].

(a) (b) (c)

Fig. 4. Test on ”Lena”. (a) Original image ”Lena”; (b) The response of Watson’s
DCT-based HVM with the input ”Lena”; (c) The watermarked ”Lena”

For illuminating the performance of the detector in the work, each of two
hundred and fifty images from USC-SIPE Image Database is embedded with
wm and −wm when αs is set to 0.5, and a total of 500 watermarked images
are obtained. The detector is then applied. Fig. 6 shows the distribution of the
detection value, ρ. It is observed that most absolute detection values of the
watermarked images range between 2 and 4, and some of them are very large,
even upper 7, which reflects the embedding strength is high. Such output results
from the effect of G in Equation (17). In the designed watermarking, because
the adopted HVM is based on 8*8 block, the LP is performed in each block.
Therefore G as an accumulative quantity is not very large. If the used HVM is
based on a larger space, the factor G enhances the performance of the detector
greatly. Additionally, because there are two classes of images embedded in size
256*256, 512*512, their effect on G leads to two wave crests on each of both
curves of the watermarked images in principle.

The results presented in the following allow us to evaluate the watermark em-
bedding strength and the robustness of the designed watermarking from several
respects including JPEG compression, additive noise, filtering, and cropping. All
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Fig. 5. The 250th row spectral coefficients of the shaped watermark and the JND. (a)
the shaped watermark is obtained using 2-D LP synthesis filter; (b) the shaped wa-
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domain
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the experiments were carried out on the Lena image (see Fig. 4) when the target
perceptual distance is set to 50 and PfP is 10−8.

Fig. 7 shows the effect of JPEG compression on the detector. The detector
response remains above the threshold, 0.83 corresponding to the imposed PfP

until a quality factor of 28 is reached. Fig. 8 illustrates that the algorithm is ro-
bust to the noise with the variance underneath 36. Fig. 9 shows the response of
the detector after Gaussian, low-pass filtering with varying standard deviation
(width). Other than noising, the detector is sensitive to filtering. The detec-
tion values begin falling off sharply when the filter width exceeds 0.4. However,
principally the detection values are large. So the detector can tolerant filtering
distortion with a relatively higher width. In Fig. 10, the detection values are
given after a serial of cropping are applied to the watermarked image. It can be
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seen that the detection value is not proportional to the size of the cropped area.
The reason is that the designed watermarking is based on 8*8 block and each
block is operated independently.
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Fig. 7. Results of JPEG compression with
a set of quality factors

0 10 20 30 40 50 60
0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

Noise variance

D
et

ec
tio

n 
V

al
ue

detector
threshold

Fig. 8. Results of Gaussian noise with zero
mean and a set of variances
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Fig. 9. Results of Gaussian low-pass filter-
ing with a set of filter widths
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6 Conclusion

In this paper, a new approach using HVM for watermarking is proposed. The
special LP synthesis filter is introduced to adapt the spectral structure of the
watermark to that of the JND estimated by the adopted HVM. And its param-
eters are obtained by applying optimum linear prediction theory to the JND.
Then the shaped watermark is embedded in inverse transform domain of HVM.
Through the analysis of the linear correction detector, we derive that the gain of
the filter can increase the detection values, but it doesn’t affect the false positive
probability. The experimental results show that the shaped watermark is still
invisible under the condition of high embedding strength. And large detection
values improve the robustness of the algorithm.
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Abstract. Video transcoding technology is useful for seamless video service to 
guarantee quality of service (QoS). But video transcoding would distort the 
watermark signal embedded in the video content. In this paper, we propose a 
watermarking system that guarantees detecting watermark signal even after 
video transcoding. We analyzed the effect of video transcoding for watermark 
signal. Based on the analysis, metadata based approach is proposed to keep 
watermark in the video transcoding under QoS guaranteeing service 
environment. We performed experiments with widely used watermark 
algorithms to verify that the proposed watermarking system is useful. 

1   Introduction 

Recently, various multimedia services are becoming a unified service with ubiquitous 
computing and networking so that one could enjoy multimedia contents anytime and 
anywhere. For example of ubiquitous service environment, multimedia contents could 
be delivered by various channels such as ADSL, wireless LAN, and mobile network. 
At the same time, user terminals for consuming multimedia could be diverse in their 
characteristics from handset, PDA to HDTV. Definitely it needs a means to protect 
content when the content is distributing.  Among various technologies for copyright 
protection in DRM system, digital watermarking is used for owner identification and 
tracking. Watermarking can be utilized to find that media contents are illegally 
consumed outside of the DRM system. 

To guarantee quality of service in the diverse consuming environment, content 
adaptation is required [1,2]. But content adaptation could distort the embedded 
watermark signal. The DRM system, which uses digital watermark as a way of 
property protection, should take into account the distortion.  

In this paper, we propose a scheme for watermark validity in content adaptation. 
By using the proposed metadata that describes watermarking conditions, 
watermarking can be safely used as an intellectual property protection for DRM 
system in ubiquitous environment. In the experiment, we performed widely used 
watermark algorithms to verify that the proposed watermarking system is useful for 
the content adaptation. 

The paper is organized as follows: In section 2, content adaptation to guarantee 
QoS is explained. And, in section 3, we explain the video transcoding and its effect on 
watermark. In section 4, the watermarking system under the content adaptation is 
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proposed. And in section 5, we experimented digital watermarking with and without 
proposed scheme in the condition of video transcoding. And then, finally, we 
conclude our work in section 6. 

2   Content Adaptation to Guarantee QoS 

Digital content adaptation is a technique that provides content suitable for user 
environment by converting display size, bitrate, and the complexity of the content 
processing. Content consumption in ubiquitous environment is restricted by the 
bandwidth of network, computational capability and display size of terminal. Digital 
content adaptation could be useful for the consumption of multimedia in ubiquitous 
environment. Currently, research and standardization about content adaptation is 
going on in MPEG-21 [3]. Content adaptation to guarantee QoS can be considered 
according to the characteristics of transmission channel and user terminal. MPEG-21 
defines these characteristics related with QoS. 

The performance of video streaming depends on characteristics of the transmission 
channel. When video contents are streamed, network characteristics related with QoS 
are network bandwidth, transmission delay, and transmission error rate. Table 1 
shows the network characteristics and related content adaptations for QoS. 

Table 1. Content adaptation related with network characteristics 

Network characteristics Adaptation function 
Network capability (bandwidth) Bit rate reduction 

Bit rate reduction 
Network condition (delay, error rate)

Error resilient coding 

In ubiquitous environment, diverse characteristics of terminals should also be 
considered. Table 2 shows the terminal capabilities and related adaptation functions. 
The kind of decodable codec, computational capability, display resolution, and pixel 
depth are considered as terminal capability. 

Table 2. Content adaptation related with terminal capability 

Terminal capability Adaptation function 
Codec capability Format conversion 
Codec parameter Re-encoding 
Display capability Resizing 

3   Watermarking in Video Transcoding for Terminal  
and Network QoS 

The objectives of transcoding are seamless streaming and provision of best quality of 
video. In transcoder, one needs to consider these objectives as deciding encoding 
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parameter value. The specific algorithm of video coding depends on the encoding 
scheme, but generally MPEG-2 and MPEG-4 are generic codecs which share basic 
encoding schemes such as block based motion estimation, quantization in the DCT 
domain, and variable length coding (VLC). Therefore, the transcoding parameter set 
for QoS constraint is the same for MPEG-based codecs. In [4], quantization step size, 
special scaling, and frame rate  are considered as transcoding parameters.  

Because embedded watermark signal could be distorted by video transcoding, it is 
difficult to use digital generic watermarking with transcoding technique. To solve this 
problem, one needs to analyze requirements of digital watermarking that could work 
even under video transcoding.  

The transcoding parameters could affect the embedded watermark signal. 
Changing transcoding parameter value can be considered as an attack to watermark. 
In general, there are three transcoding operations which are frame size conversion, 
increasing quantization step, and frame rate conversion. In case of frame size 
conversion, the effect is similar to the geometric attack on watermark [5]. Increasing 
quantization step size also distorts embedded watermark signal. For frame rate 
conversion, it can distort embedded watermark if watermarking algorithm uses 
temporal information, e.g., 3D DCT and 3D wavelet based algorithm. Many 
algorithms robust to geometric attack, quantization error and frame rate conversion 
are being developed [5,6]. But these algorithms are not enough to detect watermark 
after generic transcoding. And, when the combination of the transcoding operation is 
applied, the watermark detection becomes harder. 

To analyze the effect of the video transcoding for embedded watermark signal, it 
needs to know the effect of the spatial scaling and quantization and their combination. 
Because these two factors of transcoding parameter are also applicable to still image 
conversion, we test in JPEG compression that is similar to MPEG I-frame encoding. 

Four image based watermarking algorithm including the spread spectrum based 
algorithm working on DCT domain proposed by Cox [7] and 3 wavelet based 
algorithms [8-10] are used in the test. Similarity measure proposed by Cox is used to 
indicate watermark detection response, where the detectable threshold is six [7].  
Watermark signal the length of which is 1000 is embedded to 512x512 sized Lena 
image. With spatial scaling down ratio from 1/4 to 1/64, we performed transcoding. 
For frame rate conversion, we can assume the result. In the experiment, we added 
watermark for each frame, thereby frame dropping doesn’t affect detection ratio. 
Figure 1 shows that watermarking algorithms are not robust to spatial scaling down, 
where 1/4 down scaling is acceptable. Figure 2 shows the watermark signal 
robustness with varying quantization step size in JPEG, where quality factor is inverse 
proportional to quantization step size.  

We tested video transcoding effect for spread spectrum based algorithm [7] with 
“Foreman” MPEG-4 test sequence and MPEG-4 ASP (advanced simple profile) 
encoder. Watermark detection ratio indicates the number of frames that watermark is 
detected after transcoding per total number of frames. Generally, transcoder changes 
both spatial scaling factor and quantization step size to satisfy QoS. As seen at table 3, 
watermark detection ratio is significantly decreased when both transcoding parameters 
are simultaneously changed, which means that watermark detection constraint should 
be considered in determining transcoding parameter set with given QoS. 
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Fig. 1. Watermark detection response according to spatial down scaling 

0

5

10

15

20

25

30

35

10 20 30 40 50 60 70 80 90 100

Quality factor

W
at

er
m

ar
k

 d
et

ec
ti

on
 r

es
p

on
se

cox

wang

xia

zhu

 

Fig. 2. Watermark detection response with quality factor variation for JPEG compression 

Table 3. Watermark detection ratio after transcoding 

Spatial down scaling ratio 1 ¼ 
Compression ratio 30 50 94 94 188 
Watermark detection ratio  100% 99% 90% 49% 40% 

We also tested video watermarking algorithms [11-12]. The video watermarking 
algorithms working on compressed domain [11] and 8x8 DCT based ones [12] failed to 
detect watermark. In result, these algorithms cannot be used with video transcoding. 

4   Proposed Watermarking System for Video Transcoding 

Watermark under video transmission with content adaptation does not work correctly 
as a copyright protection function due to the distortion of the embedded watermark. It 
should guarantee that the embedded watermark is detectable after transcoding to use 
watermarking as the copyright protection. Devising a new watermarking algorithm 
robust to transcoding or making a mechanism that prevents corrupting embedded 
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watermark can be solutions for this problem. But in the algorithmic approach, current 
research shows that watermark algorithms are vulnerable to geometric and 
quantization attack [13]. 

In the systemic approach, it is possible to prevent corruption of watermark by using 
additional information. If we know the exact information about the robustness of 
embedded watermark and it can be possible for transcoder to avoid watermark 
corrupting decision or reducing the degree of the distortion. 

Figure 3 shows the procedure of the proposed system. When watermark is 
embedded to a video content, watermark robustness is measured with varying 
possible encoding parameter sets. And the measured robustness is saved to metadata. 
In the transcoding process, transcoding parameter decision engine determines optimal 
transcoding parameter set with a given QoS constraint and the metadata that indicates 
the robustness of watermark signal against for each parameter set. And video 
transcoding is performed using the parameter set. 

Transcoder

Watermark
Embedding

Video 
transcoding

Watermark 
robustness test 

Video

metadata

Transcoded video

Transcoding 
parameter 

decision engine
Metadata
generation

QoS constraint

Transcoder
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Fig. 3. The proposed watermarking system process 

To describe the proposed system, it needs to define some notations. 
 

RQ=[RQ1, RQ2,…, RQN ], j
iRQ  [RQ0,..,RQK], i=1,…, N, j=0,…K, where RQi is the 

requantization parameter of ith frame, N is the total number of frames in the video. 
TS=[ TS1, TS2,…, TSN ], TSi {0, 1}, i=1,…, N, where TS is a set of temporal 
scaling operation and one means no-skipping and zero does frame skipping. 

SS=[ SS1, SS2,…, SSN ], j
iSS  (SS0, SS1,.., SSL], i=1,…, N, where SS is a set of 

spatial scaling operation, and one means the original video and 1/4 means half 
spatial down scaling; SS0 is 0 and SSL is 1. 
Ri : bitrate of ith frame. 
Di : distortion of ith frame. 
RMax : maximum bit. 
{RQ*,TS*,SS*}: optimal transcoding parameter set. 



82 T.M. Bae, S.J. Kang, and Y.M. Ro 

 

4.1   Watermark Detectable Region in Transcoding Parameter Space 

Metadata used in the proposed system describes video transcoding environment, and 
the robustness of watermark against for each transcoding parameter set. About 
transcoding environment, transcoder type such as MPEG-2, MPEG-4, H.263, and 
H.264 is specified. 

The robustness information about watermark signal is expressed by boundary line 
B which describes the border of watermark detectable and non-detectable region in 
the transcoding parameter space. Figure 4 shows how boundary line B divides the 
parameter space into watermark detectable and non-detectable regions. If a video 
content is transcoded by parameter set selected in the watermark detectable region, 
the transcoded content contains watermark signal that is detectable.  

The watermark detectable/non-detectable region can be expressed in terms of 
similarity function. The similarity measure for watermark detection is suggested by 
cox[7] like 
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And using the similarity function, detectable region can be defined similarity value is 
larger than predefined threshold value. And by defining watermark valid function 
V(RQ,TS,SS) as follows 
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Watermark detectable region is where the value of watermark valid function is one.  
The transcoding parameter space is three-dimensional. But, if we consider frames 

that transcoded into Intra mode, TS is not considered in the watermark detectable 
region description.  
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Fig. 4. Watermark detectable and non-detectable region in transcoding parameter space 
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Because the range of RQ is 1 to 31, and if we consider spatial scaling 1, 1/4, 1/16, 
1/64, the number of discrete points belongs to the parameter space is 128 per one 
frame. If each region has only one segment and there exist one boundary line that 
divides the regions like figure 4, we can express the segmentation information by just 
indicating the boundary line that has only 3 points.  

But if more than one segment for each region could exist as seen in figure 5, one 
should present watermark detectable region by representing all region points. 
Therefore it is meaningful to study the characteristics of boundary line. 
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Fig. 5. Watermark detectable and non-detectable regions that has more than one segment in 
transcoding parameter space 

 
Fig. 6. Boundary line in transcoding parameter space 
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Figure 5 shows boundary line for each watermarking algorithm in the transcoding 
parameter space. Left-top region of the boundary line in figure 5 is watermark 
detectable region where the transcoder should choose transcoding parameter set that 
belongs to this region. 

In MPEG, it is hard to describe the watermark detectable condition due to the 
diverse configurations of motion estimation such as I, B, P and the distance between 
referenced and estimated frames. Current video watermarking algorithms hints about 
this problem [14], where I (Intra) frame is used for watermarking. Therefore, if only I-
frames are considered in watermarking detection, we can verify the detection of 
watermark with the metadata. But, because we don’t know which frame will be 
encoded into I-frame, metadata should contain boundary line for every frame. 

4.2   The Characteristics of Watermark Distortion Versus Transcoding 
Parameter Space 

To understand the characteristics of the boundary line, it needs to analyze the effects 
of quantization and spatial scaling to the watermark signal.  

For blind watermarking, the watermark embedded position in transformed domain 
is possibly missed due to attack, and in this case, watermark distortion can be large 
even though overall image distortion is not large. But, for non-blind watermarking, 
the exact watermark embedded points are not missed, thereby watermark distortion 
and image distortion due to some processing such as compression and resizing show 
similar characteristics. 

In the transformed domain watermarking, watermark embedding is performed 
using the following equation.  

)(' iii wvv α+=  (3) 

Assuming that E[W]=0, Wσ =1, and the watermark distortion ε  and watermark 
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where DW is watermark distortion. 
As shown Eq. 4, because the distortion of embedded watermark signal is inversely 

increasing to the similarity value, studying the distortion of watermark signal is a 
good way to measure the robustness of the watermark. 

In this paper, distortion of watermark signal DW is defined as 

−
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where, K is the length of watermark signal. 
The relation between spatial scaling and watermark distortion could reveal the 

characteristics of boundary line. Distortion due to spatial scaling is the difference 
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between the watermarked image wI and the low pass filtered image LPFwI | , which can 
be expressed like 
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where cω is cutoff frequency of LPF, )(ωP is power spectrum of IW at the frequencyω . 

From Eq (6), we can see the following fact. 
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Because the cut off frequency cω of low pass filter is monotonically increasing to 

spatial scaling factor, 

0≥
dSS

d cω
. (8) 

So, the derivative of wD  by SS is 
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Therfore, wD is monotonically decreasing with SS. 
Because distortion of watermark signal for spatial scaling value is monotonically 

increasing,  
If quantization parameter for each spatial scaling is uniquely determined in the 

boundary line, which can be achievable by selecting minimum RQ for each SS, 
boundary line can be expressed by functional form. Therefore, we can define 
boundary line as function BL like, 

 }1)|,({ minarg )(
)(

−=== jSSRQ

ji SSRQVSSBLRQ , (10) 

where SSj is given spatial scaling value and RQj is correspond quantization parameter 
in the boundary line. 

4.3   Transcoding Parameter Decision Considering Watermark Constraint 

Video transcoding aims to satisfy network and terminal QoS. With watermark 
validation metadata, it can be possible to considering embedded watermark robustness 
in transcoding process. In [4], video transcoder measures rate-distortion for each 
candidate transcoding parameter set that satisfies QoS constraint. Transcoding 
parameter set decision is optimization problem in the point of rate-distortion model, 
and it is expressed as follows. 
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The solution of the Eq. (11) depends on how to model Di (RQ, TS, SS) function. 
With given metadata indication watermark robustness, we can reject candidate 

transcoding parameter sets in the non-detectable region of the transcoding parameter 
space. From Eq. (10), the watermark detection condition for candidate transcoding 
parameter set (RQ,SS) can be written as  

,)( RQSSBLRQ Δ<−  (12) 

where, RQ is defined as marginal distortion for the robustness of watermark signal 
after transcoding. By using Eq. 12, parameter space to be searched with constraint of 
Eq. (11) is restricted into watermark detectable region. In general, video transcoding 
can be required in real-time operation, and the content creator and who use transcoder 
for the video service can be different. Because only creator or property holder should 
have watermark information, finding BL function values for each spatial scaling 
during video transcoding is not an appropriate way. Instead, BL function should be 
offered by property holder.  

Finding BL function is very time consuming work because it should search 
all transcoding parameter space to find global minima of the watermark 
distortion.  

By using Eq. (12), parameter space to be searched in the point of Eq. (1) is 
restricted into watermark detectable region. And to find watermark safe transcoding 
parameter set, the R-D optimization problem stated at Eq. (11) should be re-written 
as follows: 
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5   Experiment and Discussion 

In the experiment, we tested the watermark detection ratio with and without proposed 
watermarking scheme under video transcoding. We performed transcoding by using 
transcoder suggested by [4]. We used network bandwidth restriction as target QoS. 
“Foreman” CIF video is used as test sequence. We changed frame size to 256x256 to  
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easily apply Cox’s algorithm. And the test video is encoded at 500Kbps by MPEG-4 
ASP and used as an input of transcoder. Watermark is embedded before video 
encoding process. 

First, we extracted watermark validation metadata from the test video for every 
frame. Table 4 shows the estimated operations which generate the target rate 80Kbps. 
When the parameter set (RQ, TS, SS) is (6, 1/5, 1/4), the estimated RMSE is 
minimum, thereby transcoding is performed by this parameter set. But from the 
metadata, the watermark cannot be detected in the video transcoded by the selected 
parameter set. In stead of (6, 1/5, 1/4), (19, 1/5, 1) is chosen by the proposed system, 
which guarantees detection of the watermark signal. As seen table 5, transcoding 
using the watermark validation metadata always guarantees watermark signal 
detection. 

Table 4. The estimated transcoding parameter that can generate the target rate 80Kbps 

RQ TS SS RMSE 
Watermark 

detection ratio 
Metadata indication 

6 1/5 1/4 50.5 46% Non-detectable 
9 1/3 1/4 84.1 48% Non-detectable 

12 1/2 1/4 92.0 40% Non-detectable 
19 1/5 1 100.0 100% Detectable 
30 1/3 1 108.0. 100% Detectable 

Table 5. The watermark detection after transcoding 

 R-D optimized system Proposed system 
Bitrate 
(Kbps) 

Parameter set 
Watermark 

detection ratio 
Parameter set 

Watermark 
detection ratio 

80 (6, 1/5, 1/4)  46% (19, 1/5,    1) 100% 
200 (3, 1/5, 1/4)  49% (  8, 1/5,    1) 100% 
400 (4,    1, 1/4) 100% (  4,    1, 1/4) 100% 

6  Conclusion  

In this paper, we propose a framework for watermarking system to be able to use 
video transcoding with digital watermarking. To guarantee the safe use of watermark 
technology with video transcoding, we propose a metadata based transcoding. We 
focused on spatial scaling and quantization from the MPEG based transcoding 
parameter set. Using the metadata that contains watermark robustness against 
transcoding parameter set, video transcoder can perform with guaranteeing that the 
watermark in the distributed content is valid. 
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Abstract. We introduce the notion of weighted watermarking for proof-
of-ownership watermark protection of multimedia works that are the
product of more than one author and where each author is considered to
be of different importance relative to the other authors. We specifically
examine weighted segmented watermarking for still images and generalise
previous work on performance measurement of watermark embedding
patterns in the presence of cropping attacks.

1 Introduction

Many multimedia works are the product of more than one author, and it is often
the case that the relative importance of one contribution to a work is greater
than that of another contribution. In this paper, we consider proof-of-ownership
watermarking in which it is desirable for this disparity in importance to be
reflected in watermark protection of the work.

More specifically, where one contributor is considered to be more important
than others, we would like to afford greater protection to that contributor than
to less important contributors. That is, it should be harder for an attacker to
successfully remove that contributor’s watermark than other watermarks.

Multiple watermarking, and, in particular, segmented watermarking [4] is one
method by which the contribution of several authors to a work can be recog-
nised by a multimedia protection system. In this paper, we introduce the notion
of weighted segmented watermarking in which each contributor to a multime-
dia work is assigned an integer weight reflecting his or her relative importance
amongst the contributors to the work, and contributors are afforded greater or
lesser levels of protection according to their assigned weight.

In segmented watermarking, the work to be watermarked is divided into a
series of individual segments and each segment is watermarked independently.
In particular, in this paper we consider segmented watermarking of still images
in which segments are formed by dividing the image into square blocks, each of
which contains one contributor’s watermark. If a watermark is present in one or
more segments of the work, the owner of that watermark is reported to be an
owner of the work as a whole by an arbiter.

An obvious attack on this kind of system is to crop the image so that one
or more of the watermarked segments is (either intentionally or coincidentally)

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 89–100, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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removed from the work. In general, each contributor to a work may have his or
her watermark contained in more than one segment, which gives some resistance
to a cropping attack, but if all of the segments assigned to one contributor are
removed, the attack can be considered successful.

We will generalise the work of Atallah and Frikken [1] and Scealy, et al. [3] to
examine watermark embedding patterns that minimise the risk of watermarks
being destroyed in this way, while taking into account the weighting assigned to
contributors. We present generalised metrics for comparing the performance of
weighted embedding patterns in the face of cropping attacks, and compare the
performance of several embedding patterns using the generalised metrics.

2 Previous Work

Guo and Georganas [2] propose a “joint watermarking” scheme based on crypto-
graphic secret sharing techniques. In their scheme, part of the watermark pattern
is made to be dependent on a shared secret which can only be recovered if some
approved subset of the watermark owners comes together and re-constructs the
secret according to the underlying secret sharing scheme.

Many secret-sharing schemes have mechanisms by which some parties can be
made more important than others in the sense that fewer parties with important
shares are required to re-construct the secret than parties with less important
shares. In this way, some watermark owners can be made more important than
others by distributing more important shares to these owners.

Guo and Georganas’ approach gives an all-or-nothing result: either a given
set of watermark owners can recover the watermark completely, or they can-
not recover it at all. In weighted watermarking, watermark detection degrades
gracefully when one or more watermark owners are unavailable, and, further-
more, the detector can recover the relative importance of each watermark owner
by comparing the detector response for each owner.

Atallah and Frikken [1] and Scealy et al. [3] describe some performance met-
rics for cropping-resistance of square-block segmented watermarking of still im-
ages, as we do in this paper. These metrics are based on the notion of complete-
ness: a region of an image is said to be complete if and only if it contains at
least one copy of every watermark from each contributor. In these papers, all
watermark owners were considered to be equally important.

Atallah and Frikken define a worst-case metric called the maximum non-
complete area (MNCA) as the largest rectangular region of a watermarked image
missing at least one watermark (i.e. is not complete), which gives an indication
of the largest possible cropping attack that might succeed. We will later define a
generalised form of this metric to account for the existence of watermark owners
of disparate importances.

Scealy, et al. further define two average-case metrics called the all-exclusion
and single-exclusion metrics. The all-exclusion metric gives a measure of how
likely an arbitrary cropping attack is to succeed in removing a watermark owner;
the single-exclusion metric is similar but applies greater penalties if cropping at-
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tacks can remove multiple watermark owners. In this paper, the degree of success
of a cropping attack is measured by the relative importance of the watermark
owners that are removed, and we will define a generalised form of the all-exclusion
metric in order to capture this.

3 Definitions

In this paper, we consider watermarking of a rectangular still image X by divid-
ing it into a series of t × t square blocks X(1, 1), X(1, 2), . . .. Each block X(x, y)
contains one watermark according to some underlying still-image watermarking
scheme. We have m watermark owners 1, . . . , m and each author i has

– some watermark qi according to the underlying watermarking scheme; and
– an integer weight wi measuring his or her relative importance amongst the

authors, with higher weights indicating greater importance.

We assume that the weights are assigned by some dealer and that watermarking
is done by some embedder under the control of the dealer. The protection system
should ensure that protection is distributed according to the supplied weights,
i.e. authors with higher weights should be better protected in some sense than
authors will lower weights.

An embedding pattern is a mapping φ : N × N → {1, . . . , m} mapping an
image segment X(x, y) to a watermark owner φ(x, y). The design and evaluation
of embedding patterns that reflect the weighting assigned to the owners is the
subject of this paper.

We will use the same model for a cropping attack as that used by Scealy, et
al., that is, as the selection of a rectangular area of the segementation grid. We
can assume this because

– non-rectangular images are unlikely to have any value for proving ownership
due to the obvious nature of the tampering; and

– each partial segment included in a cropped image is either large enough for
reliable watermark detection (in which case this segment can be considered
wholly present), or it is not.

4 Metrics

The desirability of a given embedding pattern for a given set of weights can be
judged according a variety of different measurements reflecting different aspects
of the pattern. In this section, we propose two metrics that measure the worst-
case and average-case performance of the pattern.

4.1 Generalised Maximum Non-complete Area (GMNCA)

Atallah and Frikken [1] define an area of the segmentation grid to be complete
if and only if at least one copy of each watermark is present in that area. The
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maximum non-complete area (MNCA) of an embedding pattern φ is then the
size of the largest rectangle of φ in which at least one watermark is not present.
The maximum non-complete area is a measure of the largest possible region that
an attacker can crop from the image while removing at least one watermark; all
larger regions contain all watermarks.

We define the generalised maximum non-complete area as a vector α =
(α1, . . . , αm) with αi being the size of the largest rectangle of φ not contain-
ing at least one copy of watermark qi.

4.2 Generalised All-Exclusion (GAE)

An embedding pattern is said to be periodic if φ(δx, δy) = φ(x, y) for some fixed
integers δx and δy. Scealy, et al. define the “all-exclusion metric” in terms of the
proportion of minimal cropping regions found to be complete over one period
of the embedding pattern. All of the embedding patterns used by Scealy, et al.,
and also in this paper, are periodic.

Scealy, et al. determine the set of all minimal cropping regions for an area T
as the set of all rectangles with area at least T , and minimal in each dimension.
Formally, a minimal cropping region for area T is an a × b rectangle such that

– if a ≤ b and a ≤ √
T , then b = �T

a �; and
– if a > b and b ≤ √

T , then a = �T
b �.

For example, the minimal cropping regions for T = 5 are the rectangles of size
5 × 1, 3 × 2, 2 × 3 and 1 × 5.

Scealy, et al. argue that testing all minimal cropping regions for area m (the
number of watermark owners) gives a good indication of how the embedding
pattern can be expected to perform in the face of an arbitrary region being
cropped from the image. This is because all regions smaller than the minimal
cropping regions for m cannot possibly be complete, while all regions larger than
the minimal cropping regions for m encompass one or more minimal cropping
regions. Thus the all-exclusion metric gives an indication of the likelihood of
success for an arbitrary cropping attack, while reducing the complexity of the
test as compared to testing all possible cropping regions.

Let C = {C1, . . . Cr} be the set of all minimal cropping regions for area m
over one period of the embedding pattern φ. Note that the embedding pattern
is considered to “wrap around” at the edges so that minimal cropping regions
at the edges of the period will effectively extend into the next period of the
pattern. We define the generalised all-exclusion (GAE) metric to be a vector
η = η1, . . . , ηm with

ηi =
|{Ck ∈ C : qi �∈ Ck}|

|Ck| , (1)

that is, the proportion of minimal cropping regions that do not contain water-
mark qi. The higher the value of ηi, the more likely qi is to be eliminated by a
cropping attack.

Note that our definition for generalised all-exclusion is the dual of that used
for ordinary all-exclusion by Scealy, et al., in which all-exclusion is defined as the
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proportion of minimal cropping regions that are complete, that is, do contain the
required watermarks. By using the dual definition, all of the metrics considered
in this paper indicate better performance by lower values.

5 Evaluation of Embedding Patterns

5.1 Mean

In general, lower values for the elements αi and ηi indicate that the corresponding
watermark qi is more difficult to remove by cropping. An embedding pattern that
reduces these values therefore reduces the susceptibility of a watermarked image
to cropping attacks.

A simple method of measuring the overall resistance of the embedding pattern
to cropping attacks is to take the means of the GMNCA and GAE vectors. We
will therefore define the GMNCA mean to be

μα =
∑m

i=1 αi

m
(2)

and the GAE mean similarly as

μη =
∑m

i=1 ηi

m
(3)

Lower values of μα and μη indicate greater overall resistance to cropping attacks.

5.2 Divergence

If owner i has a high weight wi, then a good embedding pattern should have

– only relatively small areas not containing qi (i.e. low αi); and
– relatively few minimal cropping regions from which qi is absent (i.e. low ηi).

We can quantify this in terms of the products wiαi and wiηi: we would like wiαi

to be roughly the same for all i, and similarly for wiηi.
We define the GMNCA divergence θA to be the angle between the GMNCA

product vector α̂ = (w1α1, . . . , wmαm) the all one vector, that is

cos(θα) =
α̂ · 1

|α̂|√m
(4)

where 1 = (1, . . . , 1). A GMNCA divergence close to zero indicates that the
embedding pattern is more faithful to the supplied weights insofar as it is harder
to find regions without qi if wi is high than if wi is low.

We similarly define the GAE divergence θη to be the angle between the GAE
product vector η̂ = (w1η1, . . . , wmηm) and the all one vector, that is,

cos(θη) =
η̂ · 1

|η̂|√m
(5)

As for the GMNCA divergence, a GAE divergence of close to zero indicates that
the embedding pattern is more faithful to the supplied weights.
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6 Embedding Patterns

An obvious method of distributing watermarks according to their relative weights
is to form a basic pattern in which each watermark qi appears wi times, and
then repeat this pattern as necessary to fill the image to be watermarked. All of
the embedding patterns considered in this paper follow this paradigm, and are
differentiated in the way they determine the basic pattern and in the way they
repeat the pattern throughout the image.

6.1 Cyclic Embedding

Scealy, et al. [3] show that their metrics favour embedding patterns based on the
cyclic paradigm, in which each row of the embedding pattern is a cyclic shift of
the row above it (and similarly for columns).

Given a set of watermarks and corresponding weights, we can form a vector
S of length � =

∑m
i=1 wi with wi elements set to qi and use this vector as the

input to the cyclic embedding algorithm. In this way, watermarks will appear
with frequency proportional to their weight.

Given an initial vector S, a cyclic embedding can be defined as

φ(x, y) = S((xH + yJ mod m) + 1) (6)

for some integer step sizes H and J . Scealy, et al. set J = 1 for all of their
experiments, and observe that H is usually best chosen to be as large as possible
– specifically, equal to the largest number less than � �

2� that is relatively prime
to � – in order to maximise the difference between two adjacent rows of the
embedding.

It remains to determine how the initial vector S should be arranged. Intu-
itively, for resistance to cropping, we want each watermark to be spread evenly
throughout the image, since clustering a watermark in one area will lead to
large areas elsewhere in which it is not present. Without loss of generality, as-
sume that the weights w1, . . . , wm are arranged in non-increasing order. Then
the following is a simple algorithm for distributing the watermarks q1, . . . , qk

evenly through a string such that each watermark appears a number of times
equal to its weight:

create w1 strings S1, . . . , Sw1 with Si = q1
set k = 1
for i = 2 to m

for j = 1 to wi

append qi to Sk

set k = k + 1
end for

end for
set S = S1 ‖ · · · ‖ Sw1

where ‘‖’ denotes concatenation. We will use this algorithm in all of our exper-
iments.
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Figure 1 shows a vector S and cyclic embedding pattern φ for four authors
with w = 3, 2, 2, 1. The q’s have been omitted from the figures for clarity, that
is, only the authors’ numbers are shown.

1 2 3 1 2 4 1 3
3 1 2 3 1 2 4 1
1 3 1 2 3 1 2 4

1 2 3 1 2 4 1 3 4 1 3 1 2 3 1 2
2 4 1 3 1 2 3 1
1 2 4 1 3 1 2 3
3 1 2 4 1 3 1 2
2 3 1 2 4 1 3 1

(a) (b)

Fig. 1. (a) S and (b) one period of φ for cyclic embedding with w = 3, 2, 2, 1 and
H = J = 1

6.2 Tile Rotation

Scealy, et al. also propose a “tile rotation” method in which a basic pattern is
rotated each time it is repeated, so that (if the image is large enough) every
watermark appears at least once in every row and every column. This method
obtains better results than the cyclic method for some special values of m where
the cyclic method performed relatively poorly.

Let L be an a × b matrix such that

ab = � =
m∑

i=1

wi (7)

with exactly wi entries set to qi for all 1 ≤ i ≤ m. Scealy, et al. then derive the
formula

φ(x, y) = L(x + �x

a
	 mod a, y + �y

b
	 mod b) (8)

for rotating the basic tile L over the whole image.
If a = 1 or b = 1, this method reduces to the cyclic method since L becomes a

vector, and this vector is rotated for every row of the embedding pattern. Scealy,
et al. do not allow a = 1 or b = 1, but their results show that the tile rotation
method consequently performs poorly for prime m (which is equal to � when
there are no weights), since in this case L has empty entries. In this paper, we
will use a = � and b = 1 for prime � so that this method will perform as well as
the cyclic method in these cases.

In choosing the layout of the base tile L, we have a similar problem to the
one we had in choosing the layout of the initial vector S for cyclic embedding.
We can define the initial tile by use of the algorithm described in Section 6.1:
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given the output vector S, we place the first a elements of S on the first row of
L, the second a elements on the second row, and so on, that is

L(x, y) = S(a(y − 1) + x). (9)

Figure 2 shows the tile rotation pattern for the same parameters used in
Fig. 1, with a = 4 and b = 2. Again, the q’s have been omitted for clarity.

1 2 3 1 2 4 1 3
2 4 1 3 1 2 3 1
1 1 2 3 3 2 4 1

1 2 3 1 3 2 4 1 1 1 2 3
2 4 1 3 3 1 1 2 1 3 2 4

1 3 2 4 3 1 1 2
2 3 1 1 4 1 3 2
4 1 3 2 2 3 1 1

(a) (b)

Fig. 2. (a) S and (b) one period of φ for tile rotation embedding with w = 3, 2, 2, 1
and a = 4 and b = 2

7 Experiments

In general, we would expect different weight vectors to result in different per-
formances from any given embedding method. There is an infinite number of
possible weight vectors, though not all of them seem very likely in practice. We
ran two series of tests:

– the lead authorship case in which a single important author is assigned a
weight of 2 and all other authors are assigned a weight of 1;

– the bimodal authorship case in which the authors are evenly divided into
two groups, with the more important group being assigned weight 2 and the
less important group being assigned weight 1. For odd m, there is one more
author in the less important group than in the more important group.

Lead authorship models the case where artistic direction is taken by a single
lead author (or production company), who is then assisted by secondary authors
to fill out details. Bimodal authorship of tests models a collaboration in which
a core group of designers outsource minor tasks to other authors.

For each set of weights, we computed the mean and divergence of the GMNCA
and GAE for each of the embedding paradigms described in Section 6 for 2 up
to 10 authors. For the cyclic method, we chose J = 1 and H to be the largest
integer less than � �

2� relatively prime to �, as suggested by Scealy, et al.
Figure 4 shows the GMNCA mean and divergence for each embedding pattern

and each set of weights, using the graph legend shown in Fig. 3. Figure 5 similarly
shows the GAE mean and divergence.
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Cyclic Tile Rotation
Lead author

Bimodal authors

Fig. 3. Graph legend
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Fig. 4. (a) GMNCA mean and (b) GMNCA divergence

8 Discussion

The results are very similar for both models of authorship used for our experi-
ments. The cyclic method obtains better results in most cases, though there are
a significant number of cases in which the tile rotation method has scored better,
particularly for the GAE metric. The cyclic method appears to be somewhat less
erratic than the tile rotation method, however.

As we would expect, the GMNCA mean increases as the number of authors
is increased, since more area is required to fit in more watermark owners. The
GAE mean is much more erratic than the GMNCA mean and it is difficult to
draw conclusions about any trends that the GAE mean may show, though there
is at least arguably a slight upward trend as we would expect.
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Fig. 5. (a) GAE mean and (b) GAE divergence
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Fig. 6. (a) GMNCA mean and (b) GMNCA divergence for large m

Unlike the means, the divergence measures seem to exhibit a downward trend
as the number of authors is increased, though this is slight and rather erratic
except in the GAE divergence of lead authorship (Fig. 5(b)). In the latter case,
this might be explained by the embedding pattern becoming closer and closer to
the simple case in which all authors have equal weight, and in which divergence
is zero for any reasonable embedding pattern.

In the other divergence cases, the results may be too erratic to draw conclu-
sions with great confidence, but it seems plausible to suggest that the behaviour
of an embedding pattern is “evening out” as it grows larger. For a greater num-
ber of authors, the period of the embedding pattern and the number of minimal
cropping regions increases, and a greater number of tests are performed. The
sample population used to compute the divergence score is thus larger and may
therefore show less variance.

In general, our generalised measures are somewhat more erratic than the
unweighted measures reported by Scealy, et al. Scealy, et al. note that certain
numerical properties of m – such as the whether or not there are numbers near
m
2 relatively prime to m in the cyclic method, or m is prime in the tile rotation
method – have a significant impact on the formation of embedding patterns. In
introducing weights, we may have increased the opportunity for some chance
property of the input parameters to dramatically affect the properties of the
embedding pattern. For larger values of m we might expect the proportion of
troublesome m’s and w’s to grow smaller, also contributing to a reduced variance
in the results.

Figures 6 and 7 show graphs of the GMNCA and GAE metrics, respectively,
for m = 10, 20, . . . , 50 in addition to the smaller m’s shown in the earlier graphs.
We stopped at m = 50 as the amount of computation required to calculate the
metrics becomes prohibitive for larger m. The extended graphs confirm that the
means increase as m increases, as we would expect. The divergences appear to
decrease slightly, but find a level at around m = 20, after which they do not
decrease any further.

Of course, it does not seem very likely that a single image would be the re-
sult of the collaboration of an extremely large collection of authors and so the
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Fig. 7. (a) GAE mean and (b) GAE divergence for large m

behaviour of the divergence (or any other measurement) for very high m may
not hold much interest in practice, at least in the image case we are considering
here. For larger works such as video where large numbers of authors may be more
realistic, our metrics would need to be extended to their three-dimensional forms.

9 Conclusion

We have introduced the notion of weighted segmented digital watermarking, and
generalised previous work on cropping-resistance in segmented watermarking to
provide performance measures for the weighted case. As in the unweighted case
embedding patterns based on the cyclic paradigm typically give the best results
though the similar tile rotation method sometimes obtains better scores.

The addition of weights, however, has made the results somewhat more erratic
than observed in the unweighted case. We have conjectured that this is due to the
greater number of interacting parameters used in forming embedding patterns.
In small objects, such as still images, this erratic performance may be inevitable
given the difficulty of satisfying a large number of parameters in a relatively
small solution space.

Our metrics, and the earlier ones from which they have been derived, are quite
narrow in that they measure only the effectiveness of an embedding pattern in
defeating a cropping attack specific to segmented watermarking. For a complete
comparison of multiple watermarking techniques, more broad-based metrics need
to be defined. These broader metrics are likely to be computed in quite different
ways to the metrics presented in this paper, though we think notions such as the
division between mean (measuring overall goodness) and divergence (measuring
faithfulness to a particular parameter set) may also be useful in a broader sense
than the sense in which we have used them here.
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Abstract. Recently, informed watermarking schemes based on Costa’s
dirty paper coding are drawing more attention than spread spectrum
based techniques because these kinds of watermarking algorithms do not
need an original host signal for watermark detection and the host signal
does not affect the performance of watermark detection. For practical
implementation, they mostly use uniform scalar quantizers, which are
very vulnerable against amplitude modification. Hence, it is necessary to
estimate the amplitude modification, i.e., a modified quantization step
size, before watermark detection. In this paper, we propose a robust
algorithm to estimate the modified quantization step size with an opti-
mal search interval. It searches the quantization step size to minimize
the quantization error of the received audio signal. It does not encroach
the space for embedding watermark message because it just uses the
received signal itself for estimation of the quantization step size. The
optimal searching interval is determined to satisfy both detection per-
formance and computational complexity. Experimental results show that
the proposed algorithm can estimate the modified quantization step size
accurately under amplitude modification attacks.

1 Introduction

Digital audio watermarking is the technique that a watermark signal is added to
the original audio content as imperceptible as possible. It is now drawing much at-
tention as a new method of providing copyright protection to digital audio content.
Over the last few years, considerable audio watermarking algorithms have been
proposed such as SS (spread spectrum) coding [1], phase coding [2], echo hiding
[2, 3, 4, 5], and so on. Especially, blind spread spectrum and echo hiding schemes
are paid more attention than others because they do not need the original audio
signal for detecting watermark, which kinds of watermarking scheme is called blind
watermarking. But the blind SS and echo coding suffer significantly from the host
signal interference. On the other hand, recently, informed watermarking scheme
[7, 8, 9] based on Costa’s dirty paper coding [6], which is the scheme that a host
signal interference can be eliminated if the host signal is used as side information
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by the watermark encoder, is rapidly going to replace SS-based techniques. These
kinds of watermarking do not need original host signals for watermark detection
and host signals do not affect the performance of watermark detection. Therefore
they can have larger capacity and better detection performance than those of SS-
based schemes. Using Costa’s result, Chen, et al [7] proposed QIM (Quantization
Index Modulation), and Eggers, et al [8] proposed SCS (Scalar Costa Scheme).
Both schemes use uniform scalar quantizers for practical implementation.

If the quantization step sizes used in embedding and extracting are different
due to amplitude modification of a watermarked signal, the detection performance
can be degraded severely. In other words, scalar quantization based watermark-
ing schemes are very vulnerable against amplitude modification attack. Thus, it is
required to estimate the modified quantization step size before extracting water-
mark information. To solve this problem, some kinds of algorithms are proposed
lately. Eggers, et al [10] used a pilot-based estimation scheme, which embed a pi-
lot sequence via secure SCS watermarking and estimated the possible amplitude
modification using securely embedded pilot sequence before watermark detection.
This method requires a large number of samples for a pilot signal and the embed-
ding space for watermark message is encroached due to a pilot signal. Lee, et al [11]
proposed a preprocessed decoding scheme for estimation of a scale factor using the
EM (Expectation Maximization) algorithm, which does not encroach on the wa-
termarking capacity because it uses the received signal itself for the estimation of
the scale factor. However, EM algorithm needs a large number of samples for accu-
rate estimation of a scale factor and then it can cause the impractical complexity.

In this paper, we propose a novel algorithm to estimate the modified quanti-
zation step size with an optimal searching interval. It searches the quantization
step size to minimize the quantization error of the received audio signal. It does
not need a pilot signal and just use the received signal itself as Lee, et al [11]
did. However, in this algorithm, it is important to select the optimal searching
interval, which depends on the property of audio signal, the quantization step
size in embedding, and so on. Hence we investigate the optimal searching interval
that satisfies both detection performance and computational complexity simul-
taneously. Experimental results show that the proposed algorithm can estimate
the modified quantization step size accurately under amplitude modification at-
tacks. This paper is organized as follows. In section 2, we briefly review the
blind watermarking schemes with scalar quantizers based on Costa’s dirty paper
coding. In the next section, the proposed algorithm for estimation of modified
quantization step size with an optimal searching interval is explained in detail.
In section 4, experimental results are shown with our discussions, and finally we
make a conclusion in the last section.

2 Watermarking Schemes Based on Scalar Quantization

In quantization-based watermarking scheme such as QIM or SCS, the binary
watermark message d ∈ {0, 1} is embedded into host signal using dithered scalar
quantizer, QΔ,d , which is defined as equation (1) and (2)
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QΔ,d(x) ≡ QΔ(x +
Δ

2
· d) − Δ

2
· d (1)

QΔ(x) ≡
⌊ x

Δ
+ 0.5

⌋
· Δ (2)

where QΔ(·) is uniform scalar quantizater and Δ is quantization step size. Then
the watermarked signal, s, is obtained from host signal, x, as follows

s = x + α · [QΔe,d(x) − x] (3)

where α and Δe are embedding parameters. For a given watermark power or
embedding distortion, σ2

w, these parameters are related by

α =

√
12 · σ2

w

Δ2
e

(4)

As shown in equation (4), selecting optimal α is equivalent to finding the optimal
quantization step size Δe. However, it is hard to find analytically the optimal
value of α for the structured codebook. Hence in SCS, the optimal α and Δe are
selected based on numerical optimization and the resulting optimal values are
approximated by

Δe,opt =
√

12 · (σ2
w + 2.71σ2

v) (5)

where σ2
v denotes the power of additive white Gaussian noise(AWGN). On the

other hand, in the scheme of Moulin[9], Δe is determined by

Δe,opt =

√
12 · (σ2

w + σ2
v)2

σ2
w

(6)

where σ2
w satisfies the condition of (σ2

w + σ2
v) � σ2

x . QIM corresponds to a
special case of Costa’s transmission scheme, where α = 1 regardless of the noise
variance σ2

v .
If the amplitude modification attack that scales the watermarked signal by a

scaling factor g, and AWGN attack are conducted, then the received signal r is
written by equation (7)

r = g · (s + v) (7)

As a result, the quantization step size in received signal becomes Δd = g · Δe.
Hence it is necessary to estimate the scale factor g before decoding process. If we
use Δe instead of the changed step size Δd in decoding process, the watermark
detection performance may be degraded seriously. Using the Δd, the estimated
watermark signal, d̂, is obtained by comparing the quantization error with Δd/4
as follows:

e = r − QΔd,0(r) (8)

d̂ =

⎧⎨
⎩

0, |e| ≤ Δd/4

1, |e| > Δd/4
(9)
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3 Estimation of Modified Quantization Step Size

3.1 Estimation Scheme of Modified Quantization Step Size

The received watermarked signal that is attacked by amplitude scaling and
AWGN can be rewritten by equation (10).

r = g · (s + v)
= g · x + g · α(QΔe,d(x) − x) + g · v
= g · QΔe,d(x) + g(1 − α)(x − QΔe,d(x)) + g · v
= g · QΔe,d(x) + w′ + v′

(10)

where w′ and v′ are defined as g(1 − α)(x − QΔe,d(x)) and g · v, respectively.
In general, the means of w′ is zero but v′ may be not. Since the mean of an
audio signal can be assumed zero, however, we remove the mean of the received
watermarked signal before processing. To find the modified quantization step
size g · Δe , we define an error function as follows.

QE(Δ) = E
[(

r − QΔ(r)
)2
]

(11)

The error function QE has minimum value when the quantization step size,
Δ, of a uniform scalar quantizer, QΔ(r), is equal to g · Δe/2. The estimated
quantization step size, Δ̂d, is then obtained by equation (12).

Δ̂d = 2· arg min
(
QE(Δ)

)
Δ

(12)

Figure 1(a) shows an example of the QE function for one frame of an audio
signal. The value of QE increases according to the quantization step size Δ but
it has minimum value, zeros, at Δ = 64(Δe = 128) , which is a quantization step
size used in embedding. The value of QE except the neighborhood of Δ = 64,
follows the curve of quantization noise power, Δ2/12. Therefore we normalize
QE function with Δ2/12 and define it as a normalized QE(≡ QEN ) as given
in equation (13). Then the equation (12) can be rewritten as (14). Figure 1(b)
illustrates the curve of QEN

QEN (Δ) = 1 − 12
Δ2 · QE(Δ) (13)

Δ̂d = 2· arg max
(
QEN (Δ)

)
Δ

(14)

The searching range of Δ in equation (12) or (14) can be properly selected in
the neighborhood of the quantization step size, Δe/2 used in embedding process.
For example, we can select 0.5 ·Δe/2 ≤ Δ ≤ 1.5 ·Δe/2. Then, how can we find it
in case that scaling factor is over 1.5 or under 0.5? But it is out of the question
because we normalize the audio signal to predefined power in embedding process
and do same in decoding process. The important thing is to estimate the scaling
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(a) (b)

Fig. 1. Example of QE curve for an audio signal: (a) QE (b) QEN

factor that changes slightly according to time. The important problem in our
proposed algorithm is thus to select an appropriate searching interval. Both
computational load and detection accuracy of a modified quantization step size
depend on the searching interval. By making the searching interval smaller,
we can detect the exact peak point but it requires more computational load.
Otherwise for low complexity, we may miss the peak of QEN curve. Therefore
in the next section, we investigate the optimal searching interval satisfying both
detection performance and computational complexity at the same time.

3.2 Selecting Optimal Searching Interval

In this section, we analyze the curve of QE function that quantizes the audio
signal, which was quantized with Δq in embedding process, with quantization
step size Δ. For simplicity, we consider the QIM method with α = 1. We define
the host signal quantized with Δq as sΔq

, and quantization error caused by quan-
tizing sΔq

with Δ as eΔ(k). As shown in figure 2, eΔ(k) increases in proportion
to k, that is to say, eΔ(k) = k(Δq − Δ). However if the value of eΔ(k) exceeds
Δ/2, it becomes −Δ/2 because it is quantized with next codeword. Finally we
can obtain eΔ(k) like figure 2(b), which is identical with general quantization
error shape except its distribution is discrete. Therefore the quantization error,
eΔ(k), can be represented as follows.

eΔ(k) = mod

(
(Δq − Δ) · k +

Δ

2
, Δ

)
− Δ

2
, k = 0,±1,±2, ... (15)

where mod denotes modulo operation. If the slope, i.e., difference between Δq

and Δ, is large, the power of eΔ(k), QE, follows the quantization noise error,
Δ2/12, but in a small slope, it shows different curve, which will be analyzed from
now. If we denote the probability density function of a host signal as f(x), then
QE function can be rewritten by equation (16).
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(a) (b)

Fig. 2. Quantization error caused by quantizing sΔq with Δ: (a) Quantization error
(b) Quantization error function

QE(Δ) =
∞∑

k=−∞

[
Δq · f(kΔq) · eΔ(k)2

]
(16)

First, we analyze the curve of QE function for the case of the uniform and
Gaussian probability density function. The uniform probability density function
is given by equation (17).

f(x) =
{

1/(2 · MAX) , |x| ≤ MAX
0 , |x| > MAX

(17)

The curve of QE in small difference between Δq and Δ is shown in figure 3(a).
Figure 3(b) shows some error functions at the intersections between the curve
of QE and that of Δ2/12.

To find the crossing point of QE and Δ2/12, first we define dΔ ≡ Δq − Δ.
Then from figure 3(b)-(1), we can obtain the equation (18).

MAX

Δq
· dΔ(1) =

Δ

2
(18)

If we substitute Δ = Δq −dΔ(1) into (18) and rearrange them, dΔ(1) is obtained
as follows.

dΔ(1) =
Δ2

q

2 · MAX + Δq

∼= Δ2
q

2 · MAX

∣∣∣∣∣
Δq�MAX

(19)

In the same manner, dΔ(2) and dΔ(3) can be obtained as follows.

dΔ(2)
∼= 2 · Δ2

q

2 · MAX
and dΔ(3)

∼= 3 · Δ2
q

2 · MAX
(20)
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(a) (b)

Fig. 3. QE and error functions with small value of (Δq − Δ): (a) Curve of QE (b)
Shape of some error functions, eΔ(k)

Thus dΔ(m) can be generalized as shown in equation (21).

dΔ(m)
∼= m · Δ2

q

2 · MAX
(21)

From the result of (21), we can conclude that width of the peak, dΔ(1), increases
in proportion with square of Δq.

Subsequently, we analyze the curve of QE for Gaussian probability density
function. Generally, an audio signal can be modeled with Gaussian distribution
with zero mean. Its probability density function is given in equation (22).

f(x) =
1√
2πσ2

s

· e
x2

2σ2
s (22)

Figure 4 shows an example of the curve of QE for Gaussian distribution with
σs = 3000 in comparison with that for uniform distribution with MAX = 32767.
We can see that the QE also has a similar shape to Gaussian distribution. The
width of a valley seems to increase inversely to the standard deviation σs of an
audio signal, which will be confirmed experimentally later.

The purpose of this section is to determine an optimal searching interval
using the property of QE function, where the optimal searching interval means
the minimum interval not to miss the peak of QEN . In other words, we should
find the minimum searching interval that can detect the value which exceeds
some threshold of the peak of QEN , i.e., β · QEN . We then can obtain dΔ
satisfying equation (23).

QEN (Δq + dΔ) = β · QEN (Δq)|0<β<1 (23)
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Fig. 4. Curve of QE for Gaussian distribution

Therefore the minimum searching interval, w(Δ), is calculated by

w(Δq) = 2 · dΔ (24)

Assume that the shape of QEN in neighborhood of Δq is Gaussian distribution.
If we substitute the Gaussian density function with σp and μ = Δq into (23)
and arrange them, dΔ is obtained as follows.

dΔ =
√

2 · σp ·
√

ln
(

1
β

)
(25)

dΔ ∝
√

ln
(

1
β

)
(26)

where σp depends on the standard deviation of an input audio signal, σs, and
quantization step size, Δq, but it is hard to find their relation analytically. Hence
we find the relation between the parameter, Δq, σs, β, and dΔ numerically. As
shown in equation (21), dΔ is in proportion to Δ2

q for uniform distribution. Sim-
ilarly, we could confirm numerically that dΔ is in proportion to Δ2

q for Gaussian
distribution of an input audio signal. Therefore we can express the relation-
ship between dΔ and Δq as equation (27). Figure 5(a) shows the graph of the
relationship between dΔ and Δq.

dΔ ∝ Δ2 (27)

Subsequently, we could obtain numerically that dΔ is inversely proportional to
σs as shown in the figure 5(b). Hence the relationship between dΔ and Δq can
be expressed by equation (28).

dΔ ∝ 1
σs

(28)
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(a) (b)

Fig. 5. Relationship between dΔ, σs and Δq: (a) Relationship between dΔ and Δq (b)
Relationship between dΔ and σs

Fig. 6. Variation of C according to β

Considering collectively equations (26), (27), and (28), dΔ can be written by the
formula as follows.

dΔ = C ·
√

ln
(

1
β

)
· Δ2

q

σs
(29)

where C is a constant that should be determined. But actually, C is not a con-
stant but slightly varies depending on β because the shape of QE function is not
exact Gaussian distribution. Therefore we measure the variation of C according
to β and the result is shown in figure 6.

Figure 6 shows that the constant C varies directly depending on β, and
especially is very close to a linear line in the range of from 0.7 to 0.95. Therefore
we model the variation of C according to β as a linear equation and measure the
slope and intercept. The result is as given equation (30)
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C(β) = 0.0783 · β + 0.2106 (30)

Finally, we get the dΔ expressed by the formula as follows.

dΔ(Δq, β, σs) = (0.0783 · β + 0.2106)

√
ln

(
1
β

)
· Δ2

q

σs
(31)

4 Experimental Result

In order to validate the proposed algorithm and evaluate its detection perfor-
mance, we applied it to an audio watermarking system. The audio watermarking
system used in the experiments is illustrated in figure 7, which simply embeds
the binary watermark message into an audio signal sample by sample in time
domain. Since we focus on solving the weakness for the amplitude modification
attack, we did not make much effort to improve the performance of a baseline
watermarking system. The audio signal is normalized to the predefined power
σ2

N before watermark embedding and extracting. In the extractor, Δ estimation
block consists of two components, which are coarse searching and fine search-
ing. In coarse searching process, it searches the coarse position of peak of QE

(a)

(b)

Fig. 7. Audio watermarking system used in experiments: (a) Embedder (b)Extractor
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(a) (b)

Fig. 8. Distribution of an audio signal and QE function: (a) Distribution of a real
audio signal (b) Shape of QE for an audio signal and its Gaussian modeling

(a) (b)

(c) (d)

Fig. 9. Example of estimating Δ̂d in the extractor: (a) Distribution of an audio signal
(b) QEN function (c) Coarse searching (d) Fine searching
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using the searching interval suggested in equation (31). Then, in fine search-
ing process, the neighborhood of the coarse peak position is searched by dense
interval. It provides the detection of an exact quantization step size with low
computational load.

First, we compared the shape of QE for an original audio signal and its
Gaussian modeling, which is shown in figure 8. It shows that the shape of QE
for Gaussian modeling of an audio signal fits well with that of QE for a real audio
signal. Figure 9 illustrates the result of coarse searching and fine searching for one
frame of an audio signal. In coarse searching, the detector extracts comparatively
well the neighborhood of the peak value and it detects more exact position in
fine searching. Figure 10 shows the trace of the estimated Δ̂d on a frame basis.
In the figure, D1 and D2 mean σ2

w and (σ2
w + σ2

v), respectively. When D2/D1 is
1.1 or 1.3, the estimated value of Δ̂d is almost exact but it provides inaccurate
results occasionally in case of D2/D1= 1.5.

We evaluated the detection error rate (BER: Bit Error Rate) in presence of
the AWGN. Figure 11 shows the results and we can see that BER increases
proportionally to AWGN. The figure shows the result for three different meth-
ods for extracting watermark information: ’Exactly’ is with the exact quantiza-
tion step size g · Δe that we modified for amplitude attacks, ’Not compensated’
with the quantization step size Δe used for embedding, and ’Compensated’ with
the estimated quantization step size Δ̂d using the proposed algorithm. As ex-
pected, ’Not compensated’ shows the poorest detection performance even though
AWGN is weak. But the proposed method provides almost the same detection
performance with that of an exact modified quantization step size in range of
1.0 < D2/D1 < 1.4. As D2/D1 increases over 1.4, the performance begins to

Fig. 10. Trace of the estimated Δ̂d
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(a) (b)

Fig. 11. BER as D2/D1 (N=1024) (a) g=1.05 (b) g=1.25

Fig. 12. Comparison of BER for different N (g=1.25)

decrease. The experimental result in figure 11 is conducted under frame size of
1024 samples (N=1024). The BER for different frame size is shown in figure 12.
As N increase, BER decrease. The BER of the proposed method has shown to
have almost same to that of ’Exactly’ in case of N=2048.

5 Conclusions

In this paper, we proposed a robust algorithm to estimate the modified quan-
tization step size with an optimal searching interval. It searches the modified
quantization step size under amplitude modification as well as AWGN attack to



114 S. Kim and K. Bae

minimize the quantization error of the received audio signal in a given searching
range. The equation to determine the optimal searching interval is derived, which
can satisfy both detection performance and computational complexity simulta-
neously. The estimation process consists of two steps, coarse searching using the
optimal searching interval and fine searching within the range detected by coarse
searching. The experimental results demonstrate that the proposed estimation
algorithm provides good performance under amplitude modification and AWGN
attacks with restricted power.
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Abstract. This paper presents a novel reversible data-embedding method for 
digital images using integer wavelet transform and companding technique. This 
scheme takes advantage of the Laplacian-like distribution of integer wavelet 
coefficients in high frequency subbands, which facilitates the selection of 
compression and expansion functions and keeps the distortion small between 
the marked image and the original one. Experimental results show that this 
scheme outperforms the state-of-the-art reversible data hiding schemes.  

1 Introduction 

Data hiding has drawn increasingly extensive attention recently. Most multimedia 
data hiding techniques modify and, hence, distort the cover media in order to insert 
the additional information. Even though the distortion is often small and 
imperceptible to human visual systems (HVS), the original cover media usually 
cannot be restored completely. In other words, they are irreversible data hiding. The 
irreversibility is not admissible to some sensitive applications, such as legal and 
medical imaging. For these applications, reversible data hiding is desired to extract 
the embedded data as well as recover the original host signal. Reversible, also often 
referred to as lossless, invertible, or distortion-free, data hiding has been a very active 
research subject in the last a few years. In particular, the scheme by Fridrich et al. [1] 
losslessly compresses the bit planes in the spatial domain and saves the space to 
embed the data and bookkeeping data to achieve reversible data hiding. The payload 
of this technique is quite small owing to the lower compression ratio. Based on this, 
Celik et al. [2] propose a general LSB embedding technique in spatial domain. The 
payload, visibility and flexibility of this technique are largely improved because of the 
more efficient compression technique. Xuan et al. [3] proposed a reversible data 
hiding algorithm carried out in the integer wavelet transform (IWT) domain. By 
exploiting the features of superior decorrelation and being consistent with HVS of 
wavelet transform, this technique embeds the data into high frequency subband 
coefficients achieving high payload and visual quality. Similarly, Tian [4] embeds the 
data using the difference expansion technique and results in one of the best reversible 
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data hiding method among all the existing reversible data hiding techqniues. Recently, 
Yang et al. [5] proposed a reversible data hiding technique using the companding 
technique. This technique, however, embeds data in discrete cosine transform (DCT) 
coefficients. Inspired by the techniques reported in [3] and [5], this paper applies the 
companding technique to the integer wavelet transform domain and selects a more 
suitable companding function for IWT high frequency coefficients, thus resulting in a 
reversible data hiding technique that outperforms the state-of-the-art [4]. Both 
theoretical analysis and experimental results demonstrate the superiority of the 
proposed technique. The rest of the paper is organized as follows. A brief introduction 
to companding technique is provided in Section 2. The proposed algorithm is detailed 
presented in Section 3. Some experimental results and performance analysis are 
presented in Section 4. The conclusion is drawn in Section 5. 

2 Companding Technique 

Companding, the processing pair of compression and expansion, is a technique 
utilized to implement  nonuniform quantization in speech communications in order to 
achieve high signal noise ratio. This has been detailed introduced in many digital 
communications texts, say, in [6]. Specifically, this procedure first compresses a 
signal and then expands it. Uniform quantization is carried out after the compression 
and before the expansion. As a result, with the companding and uniform quantization, 
nonuniform quantization is equivalently performed. Instead of data compression, 
compression here means that the dynamic range of the original signal is mapped to a 
narrower range. After the expansion of the compressed signal, the expanded signal is 
close to the original signal. In ideal situation, this companding operation can be 
expressed as 

( ( ))E C x x=  

where C  stands for compression function, E  stands for expanding function. If this 
assumption is satisfied, this technique can be successfully applied to the reversible 
data hiding. We apply companding in our proposed lossless data hiding. 

2.1 Companding Technique Used for Reversible Data Hiding  

A simple realization is as follows: 

(1) Compression function C  is applied to the original signal x  to obtain a new 

signal )(xCy = . Assume the binary expression of y  is 1 2 np p p , where 

{0,1}ip ∈ . 

(2) A bit {0,1}b∈  is appended after the least significant bit (LSB) of y . In this 

way, y  becomes ='y 1 2 np p p b , which means ' 2y y b= × + . For 

generality, we use P  to express this appending operation, which means 

' ( )y P y= . 
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(3) If 'y x≈ , then the modification of the signal will be small and hardly be 

perceived. 
(4) In the hidden data extraction stage, we only need to extract the LSB bit of 

signal y′ , which means )( yLSBb ′=  and recover the signal 
2

y
y

′
= . 

(5) After obtaining the signal y , we can recover the original signal by expansion, 
i.e., )( yEx = . 

From the above steps, we can see that the function C , E  and P  should satisfy the 
following two conditions: 

(1) ( ( ))E C x x=  
(2) ( ( ))P C x x≈  and ( ( ))P C x  is within the range of the original signal x , 

which means overflow/underflow problem can be avoided. 

In dealing with digital signal, however, the above two conditions are difficult to be 
exactly met owing to the nature of digitization. This is because the quantized 

companding functions QC  and QE  have to be utilized instead, where 

( )QC Q C= , ( )QE Q E=  

and Q  denotes the quantization function. Obviously, right now for some signal x , 

we may have 

( ( ))Q QE C x x≠  

namely the difference (error) value is ( ( )) 0Q Qr E C x x= − ≠ . 

Hence in order to recover the original signal x , we must record the difference 
value r . This is to say that the difference value r  and the to-be-embedded data both 
need to be embedded into the host signal x  as overhead and  pure payload, 
respectively. 

2.2 Selection of Compression Function in the Companding Technique 

Through the analysis of companding function, we find that if Condition (2) were not 
considered, then any one-to-one mapping function F can be utilized as a compression 
function. For example, the simplest linear function ( )F x x= can be considered as a 

compression function. If multiple x  values are mapped to a single value of y , it 

indicates that it will not be straightforward to find corresponding x  value from the 
given y value. This function can, however, still be used as a compression function 

under the condition that some payload must be sacrificed to record the multiplicity, 

thus resolving the uncertainty.  For example, if 1x , 2x  are compressed to the same 

0y , in order to express this mapping relationship, we need to use one bit to record 

which x  is mapped to 0y , say, bit 0 to indicate 1x  and bit 1 to indicate 2x . These 

overhead data used for recording is also need to be embedded into the original signal.  
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For speech signals, the following compression and expanding functions may be 
considered to use:   

2)2()(,
2

1
)( xxExxC ==  

in which x  is normalized to the range [0,1]. As discussed, obviously, quantized 
compression and expanding functions should be used in digital data hiding system. In 
reality, it is difficult to find a function which satisfies both one-to-one mapping and 
Condition (2). For example, the linear function ( )F x x= does not satisfy Condition 
(2) if the input signal x is large since y′  is almost as large as twice of x  value and y′  
may encounter overflow or underflow problem. From the histogram of many images, it 
is observed that the images are different from speech signals in that the former often has 
large magnitude while the latter has small magnitude predominantly. Therefore, for 
digital images, the above functions are not suitable for companding [5] because of the 
different nature between aural and visual signals. The selection of compression and 
expanding functions plays a key role when used in the invertible data hiding. 

3 Integer Wavelet Transform Based Reversible Data Hiding 
Using Companding Technique  

Wavelet transform is widely applied in different tasks image processing. Since 
wavelet coefficients are highly decorrelated, have compact energy concentration and 
are consistent with the feature of the HVS, it is also widely applied in image data 
hiding. The study on human visual system points out that slight modification on 
wavelet high frequency subband coefficients is hard to be perceived by human eyes. 
Through out the investigation of wavelet coefficients, we find that if companding 
technique is applied to wavelet coefficients, the restriction listed in condition (2) will 
be largely decreased. The followings are detailed discussion. 

3.1 Integer Wavelet Transform (IWT) 

To recover the original image losslessly, reversible wavelet transform should be used. 
Hence we employ the integer wavelet transform which maps integer to integer [7] and 
can reconstruct the original signal without any distortion. Although various wavelet 
families can be applied to our reversible embedding scheme, through experimental 
comparison study we have discovered that CDF(2,2) is better than other wavelet 
families in terms of high embedding capacity and visual quality of marked images. 
CDF(2,2) format has also been adopted by JPEG2000 standard. 

3.2 Distribution of IWT Coefficients in High Frequency Subbands and 
Selection of Companding Function 

For most of images, the distribution of high frequency coefficients of integer wavelet 
transform obeys in general a Laplacian-like distribution. The following two features 
exist in the distribution.  
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(a) Most high frequency integer wavelet transform coefficients are very small in 
magnitude. It is then convenient to select the compression function. For example the 
linear function ( )F x x=  can be considered as compression function since even 
though y′  is about twice the x  value, it is still in the range of x . 

(b) Although most of high frequency IWT coefficients are small in magnitude, 
there are still some IWT coefficients having large magnitude. For these large 
coefficients, compression function selection should consider the restriction of 
condition (2). In this case, the linear function ( )F x x=  is no longer suitable to serve 
as a compression function. 

Considering the above two situations, we propose to adopt the following 
piecewise linear function as the compression function.  

≥+
−

⋅

<
=

TxT
Tx

xsign

Txx
xC

),
2

()(

,
)(  

where T  is a pre-defined threshold. ( )C x  is depicted below in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Compression function ( )C x  

As discussed above, in actual realization, however, we have to adopt the compress 
function in quantized version, namely 
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It can be derived from the above equation that when Tx ≥ , x  and )1( +x  
(or )1( −x ) are compressed to correspond to a same y  value. Hence according to the 
previous discussion, x  and )1( +x  (or )1( −x )  are need to be recoded and the 
recording data need to be embedded as overhead into the wavelet coefficients. From 
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the above discussion, T  is a critical value. When T  is small, the coefficients 
alterations are small and good visual quality of marked image is achieved. When T is 
large, a larger payload can be achieved. In the actual embedding, we select the T 
value according to the payload. 

3.3 Histogram Modification 

For a given image, after data are embedded into some high frequency IWT 
coefficients, it is possible to cause overflow and/or underflow, which means that after 
inverse integer wavelet transform the grayscale values of some pixels in the marked 
image may exceed the upper bound (255 for an eight-bit grayscale image) and/or the 
lower bound (0 for an eight-bit grayscale image). In order to prevent the overflow and 
underflow, we adopt histogram modification to narrow the histogram from both sides. 
The bookkeeping data generated in histogram modification need to be embedded into 
image as a part of overhead data, which will be used late in the recovery of the 
original image. For details about histogram modification, readers are referred to [3]. 

Following Figure 2 is a block diagram for the proposed data embedding and 
extaction procedures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
Fig. 2. Block diagram of reversible data hiding diagram. Left: data embedding, Right: data 
extraction 
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4 Experimental Results and Analysis 

We applied the proposed reversible data hiding algorithm to some frequently used 
images. Tables 1, 2, 3, and 4 contain the experimental results on four grayscale level 
images, Lena, Baboon, Barbara and Goldhill of size 512×512 shown in Figure 3. For 
an image of size of 512×512, a payload 1 bpp (bits per pixel) means that 262,144 
(namely 512×512) bits are embedded in the image. The data in these tables indicate   
that the proposed reversible data hiding algorithm can embed a large payload, while 
maintaing the high PSNR (peak signal-to-noise-ratio) of the marked image versus the 
original image. In Figure 4, the comparison results between the difference expansion 
method [4] and our proposed method are shown. It is observed that our proposed 
technique can obtain better visual quality in the same payload. More than 2 dB 
improvement in PSNR has been achieved. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Some test images 

Table 1. PSNR vs. payload for Lena image 

Payload (bpp) 0.1 0.2 0.3 0.4 0.6 0.7 

PSNR (dB) 49.53 46.23 44.04 42.28 39.43 37.48 

    
Lena                                    Baboon 

    
Barbara                                Goldhill
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Table 2. PSNR vs. payload for Baboon image 

Payload (bpp) 0.1 0.2 0.3 0.4 0.5 

PSNR (dB) 43.45 39.66 36.42 33.61 31.51 

Table 3. PSNR vs. payload for Barbara image 

Payload (bpp) 0.1 0.2 0.3 0.4 0.5 0.6 

PSNR (dB) 49.47 46.84 44.70 42.33 40.13 36.77 

Table 4. PSNR vs. payload for Goldhill image 

Payload (bpp) 0.1 0.2 0.3 0.4 0.5 0.6 

PSNR (dB) 47.85 44.74 42.37 40.40 38.36 36.68 

 
 Proposed technique       Difference expansion technique 

Fig. 4. Comparison results on Lena image 

We should point out that this proposed technique can be applied to an image more 
than once for multiple embedding. For an already embedded image, we can embed it 
again with another payload. Since we embed data in three high frequency subbands of 



Reversible Data Hiding Using Integer Wavelet Transform and Companding Technique 123 

 

IWT, each embedding has a payload capacity less than 0.75 bpp. Results reported in 
Tables 1, 2, 3, and 4 are the results after the first time embedding. In practice, the 
payload capacity limit of each embedding will decrease gradually, as the redundancy 
becomes less and less. To explore the redundancy as much as possible, a 
recommended strategy is to select different positions of images as beginning points of 
IWT. For example, at the first embedding, we can begin IWT from first row and first 
column; at the second embedding, we begin from the second row and second column, 
and so forth. An example of two embedding on Lena is presented in Figure 5. 

   

0.6 bpp, PSNR: 39.43 dB, one embedding           1.3 bpp , PSNR: 31.1 dB, two embedding 

Fig. 5. Visual quality on Lena image for different payload 

5 Conclusion 

This paper proposes a reversible data hiding technique based on the integer wavelet 
companding technique. Experimental results and the comparison with the difference 
expansion (Figure 4) method demonstrate that this proposed technique can obtain a 
better visual quality of the marked image at the same payload. It is expected that this 
reversible data hiding technique will be deployed for a wide range of applications in 
the areas such as secure medical image data system, law enforcement, e-government, 
image authentication and covert communication.  
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Abstract. In image authentication watermarking, hidden data is in-
serted into an image to detect any accidental or malicious image alter-
ation. In the literature, quite a small number of cryptography-based se-
cure authentication methods are available for binary images. This paper
proposes a new authentication watermarking method for binary images.
It can detect any visually significant alteration while maintaining good
visual quality for virtually all types of binary images (possibly excluding
dispersed-dot halftones). As usual, the security of the algorithm lies only
on the secrecy of a secret- or private-key. This paper also presents a vari-
ation of the proposed scheme that can locate the modified region with
good spatial resolution. A possible application of the proposed technique
is in Internet fax transmission, i.e. for legal authentication of documents
routed outside the phone network.

1 Introduction

Classically, steganography (also known as data/information hiding) studies how
to hide secret messages in other messages, such that the secret’s very existence
is concealed. In this paper, data hiding scheme simply means the technique to
embed a sequence of bits in a still image and to extract it afterwards without
worrying about the confidentiality of the secret’s existence.

A watermarking technique makes use of a data-hiding scheme to insert some
information in the host image, in order to make an assertion about the image
later. Watermarking techniques can be classified as either “robust” or “fragile.”
Robust watermarks are useful for copyright and ownership assertion purposes.
They cannot be easily removed and should resist common image-manipulation
procedures such as rotation, scaling, cropping, brightness/contrast adjusting,
lossy compression, printing, scanning, etc. On the other hand, fragile water-
marks (or authentication watermarks) are easily corrupted by any image pro-
cessing procedure. However, watermarks for checking the image integrity and
authenticity can be fragile because if the watermark is removed, the watermark
detection algorithm will correctly report the corruption of the image.

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 125–136, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In the literature, there are many authentication-watermarking techniques
(AWTs) for continuous-tone images [27, 26, 22, 23, 17, 2, 13, 24, 3, 5]. Also,
there are many techniques for data hiding in binary and halftone images
[9, 18, 1, 6, 25, 10, 11, 21, 19]. However, quite a small number of secure AWTs are
available for binary and halftone images. We mean by “secure AWT” a scheme
where the security does not lie on the secrecy of the algorithm but only on the
secrecy of the key. The watermarking algorithm and the fact that an image is
watermarked may be made public without compromising the security. Hence,
usually a secure AWT relies upon cryptography, and it seems to be very difficult
to design a really secure AWT without making use of the solid cryptography
theory and techniques. Moreover, a secure AWT must detect any visually sig-
nificant change made to an image. A cryptography-based secure AWT [14, 15]
was recently devised for dispersed-dot halftone images but the visual quality for
a generic binary image is poor.

In a typical cryptography-based AWT, an authentication signature (AS) is
computed from the whole image and inserted into the image itself. In cryptog-
raphy, an AS is called message authentication code (MAC) using a secret-key
cipher or digital signature (DS) using a public/private-key cipher. An AS con-
tains information about the host image content that may be checked to verify
its integrity. However, inserting the AS into the image alters the image itself,
hence modifying its AS and invalidating the watermark. Typically, the image
has to be somehow divided into at least two parts: a portion to maintain the im-
age integrity and another portion to carry the AS. For continuous-tone images,
many AWTs compute the AS from the image clearing the least significant bits
(LSBs) and insert the AS in LSBs. In other words, the host image is divided in
two parts: LSBs and the remainder of the image excluding LSBs. Clearly, the
LSB-clearing technique cannot be applied to binary images.

In this paper, we propose a new cryptography-based secure AWT for binary
images that has good visual quality when applied to generic binary images (ex-
cluding dispersed-dot halftones). It can be used in conjunction with secret-key
or public/private-key ciphers. We also present a variation of the algorithm that
can spatially locate the modifications (besides detecting them). This version does
not lose its alteration-locating capability even with image cropping. A possible
use of our method is to send faxes and documents over uncontrolled networks
and the Internet. In this case, the receiver of a document can verify its integrity
for a given originator.

2 Data Hiding and Authentication Watermarking

There are three basic ways of embedding a sequence of bits in binary/halftone
images:

Pixel-wise: Change the values of (usually pseudo-randomly chosen) individ-
ual pixels [10, 11, 7]. This approach is well suited for dispersed-dot halftone
images. However, visible salt and pepper noise will appear when applied
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to other types of binary images. It can be applied to the binary image or
directly to the halftone screen in its design step [16].

Component-wise: Change the characteristics of pixel groups (for example,
the position or the area of connected components) [18]. Unfortunately, the
success of this approach depends on the type of the host image.

Block-wise: Divide the host image into blocks and modify some characteristics
of each block [1, 12,19,25,21].

Many data hiding schemes for binary images can be transformed into AWTs
by simply dividing the host image Z in two regions: the first region Z1 where
the AS is to be stored, and the second region Z2 from where the AS is to be
computed. This idea was recently used to transform a pixel-wise data hiding
scheme [10, 11] into an AWT for dispersed-dot halftone images that can detect
even single pixel toggling [14, 15]. However, some caution must be taken when
transforming a data-hiding scheme into an AWT, because although the region
Z2 is well protected (with the security assured by the cryptography theory), the
region Z1 is not. For example, let us take the component-wise data-hiding scheme
that inserts one bit per connected component, forcing it to have an even or odd
number of pixels. A connected component can be forced to have the desired
parity by toggling one of its boundary pixels. This scheme can be transformed
into an AWT by dividing the host image in regions Z1 and Z2, computing the
AS of Z2 and inserting it in Z1. Yet, a malicious hacker can arbitrarily alter
the region Z1 without being noticed by the AWT, as long as all the parities of
its connected components remain unaltered. For example, a character “a” in Z1
region can be changed into an “e” (or any other character that contains only
one connected component) as long as its parity remains unchanged. We refer to
this as a “parity attack.”

3 The Proposed Method

As we noted in previous section, there are some data hiding techniques for binary
images. Among them, an interesting technique is template ranking [8,25], which
can be applied to most binary images with excellent visual quality. It can be
summarized as follows:

– Divide the image Z to be marked into blocks (e.g. 8 × 8).
– The neighborhood of each pixel (usually a 3 × 3 template) is analyzed to

rate its visual significance. A pixel with low visual significance may change
its color with small visual impact. Figure 1 depicts two possible rankings of
3 × 3 templates. It seems that the most visually pleasant ranking depends
on the nature of the image Z to be marked.

– Insert one bit in each block by forcing the block to have even or odd number
of white pixels, to insert bits 0 or 1 respectively. If the block already has the
desired parity, it is left untouched. Otherwise, toggle the pixel in the block
with the lowest visual significance.
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Fig. 1. Two template rankings (in increasing visual significance order from left to right,
top to bottom). Mirrors, transposes and reverses of each pattern have the same score.
All white or all black patterns have the highest visual impacts

As different blocks may have different quantities of low-visibility pixels, it is
suggested to shuffle image Z before embedding data. The template ranking data
hiding technique can be employed in a secure AWT for binary images. That was
hinted in [25] but not elaborated before. We refer to this technique as AWTR
(Authentication Watermarking by Template Ranking). The first version of the
AWTR insertion algorithm is:

Step 1) Let be given a binary image Z to be marked. Using a pseudo-random
number generator with a seed, construct an auxiliary data structure called
shuffling vector, so that the image Z can be viewed as a completely shuffled
sequence of pixels Z̃. In the secret-key version of our technique, the secret-key
is used as the seed of the pseudo-random generator. In the public/private-key
version, the seed must be made public.

Step 2) Let n be the length of the adopted AS, and m be the number of pixels
in each block. Divide the shuffled sequence Z̃ into two regions:
– First region Z̃1 with n × m pixels, where the AS is to be stored. This

region is subdivided into n blocks with m pixels each. In each block, one
bit of the AS will be inserted.

– Second region Z̃2: the remainder of the shuffled sequence Z̃. The insertion
algorithm will compute AS of this region.

Step 3) Using a cryptographically secure hashing function H, compute the fin-
gerprint of the second region H = H(Z̃2). Encrypt the fingerprint H using a
secret- or private-key k, obtaining an authentication signature S = Ek(H).

Step 4) Insert S into the first region, obtaining the watermarked image Z ′.
Insert one bit of S in each block as previously described.

We remark here that AS cannot be made too short without seriously com-
promising security. A 64-bits-long message authentication code does not with-
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stand a birthday attack [3]. Usually, a message authentication code (MAC) with
128-bits is considered secure. The best known digital signature (DS), RSA, is
considered secure with 1024 bits. A newer scheme, DSA, is considered secure
with 320 bits. A brand new scheme, BLS, is supposedly secure with only 160
bits [4]. The reader is referred to introductory books on Cryptography for more
details (for example, [20]). The verification algorithm of a watermarked image
Z ′ is straightforward:

Step 1) Compute the same shuffling vector used in the insertion. Note that in
the secret-key version, the secret-key is also the seed of the random number
generator and consequently only the owner of the key can reconstruct the
shuffling vector. However, in the public-key version, the seed is public and
so is the shuffling vector.

Step 2) Divide the shuffled sequence Z̃ ′ into two regions Z̃ ′
1 and Z̃ ′

2, in the same
way done in the insertion. Compute the fingerprint H = H(Z̃ ′

2).
Step 3) Extract the authentication signature S stored in Z̃ ′

1 and decrypt it
using the secret- or public-key k, obtaining the check data D = Dk(S).

Step 4) If D = H, the watermark is verified. Otherwise, image Z ′ has been
modified or a wrong key was used.

Fig. 2. Quality of a “typical” binary document marked with the AWTR

Figure 2(a) depicts a zoom of a magazine page scanned at 300 dpi, which can
be considered as a “typical” binary document (3200 × 2432 pixels for the full
page). Figure 2(b) is the corresponding image after embedding 1024 bits using
64-pixel blocks. Note in figure 2(c) that only a few pixels have changed their
values.
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Figure 3(a) shows a very small binary image (160 × 370 pixels) to be water-
marked. Figure 3(b) shows the AWTR-watermarked image with 800 bits embed-
ded using 64-pixel blocks. The quality of the marked image is acceptable, even
though many bits have been embedded.

Fig. 3. Quality of a very small image marked with the AWTR and the parity attack

4 Parity Attack

The proposed method detects any alteration of the second region of a water-
marked image, even if one single pixel is toggled. Indeed, the probability of not
detecting a modification in this region is only 2−n (n is the length of the AS),
which can be neglected.

Unfortunately, any alteration that maintains the parities of the blocks in the
first region cannot be detected by AWTR. For example, if two pixels that belong
to the same block change their values, the parity of this block does not change
and this modification will pass undetected. We named this a “parity attack.” If
the host image Z is large enough, pixels of the first region constitute isolated
pixels randomly dispersed in the image and it is unlikely that a malicious attacker
will be able to introduce any visually significant alteration by changing only the
region-1 pixels (while maintaining the parities of all blocks). For example, in
Fig. 2(d), black pixels belong to the region 1 and they are quite dispersed. Thus,
no visually meaningful alteration will result by modifying only these pixels. As
a rule of thumb, we can consider that no visually significant parity attack can
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occur if the number of pixels of the first region is, say, less than 5% of total host
image pixels.

However, if image Z is small, region-1 pixels can form contiguous areas. This
rises the possibility of a visually meaningful modification that would pass unde-
tected. For example, Fig. 3(c) shows pixels that belong to region 1 in black. Any
region-1 pixel can be modified, provided that another pixel in the same block
is also modified. To obtain a fake image, a hacker changes a pixel p of block
i. Then, the hacker looks for the pixel within block i with the lowest visibility
and flips its value. Figure 3(d) shows a fake image constructed by repeating this
idea. This alteration will pass undetected by AWTR.

Actually, the above described scenario only applies to the public-key version
of the AWTR, where the locations of regions 1 and 2, as well as the subdivisions
of region 1 into blocks are publicly known. Unfortunately, we could not find
any technique to thwart the parity attack for public-key AWTR, except forcing
region-1 to be much smaller than the size of the host image. This can be achieved
by using small blocks and/or short digital signatures.

For secret-key AWTR, we do not have to worry much about a parity attack,
because the secret-key is used to generate the shuffling vector. So, an attacker will
not know how the watermarked image is divided into regions 1 and 2, and how
region 1 is subdivided into blocks. However, we have to pay some attention to
this potential attack because the hacker may have many different ways to obtain
“clues” about the location of regions and blocks. For example, let us suppose that
the hacker has access to a database of original and marked binary documents,
all of the same size and all watermarked using the same secret-key. Then the
hacker will know that all those pixels whose values are different in the original
and the watermarked images belong to region-1 (although it will not be known
how region-1 is subdivided into blocks). Nevertheless there are always means to
make the division into regions to be image dependent, therefore unique for each
image. In any case, in order to minimize the possibility of a parity attack, we
suggest the following improvement of step 4 of the secret-key AWTR insertion
algorithm:

Step 4) Insert S into the first region using the following algorithm, to obtain
the watermarked image Z ′:
For i ← 0 to n − 1 {
– Insert bit i of S into the i-th block forcing it to have odd or even number

or white pixels;
– Compute the new AS S, feeding the hashing function with the

content of block i, and encrypting it with the key k: S ←
Ek(H(S, pixels of block i));

}

In this way, block n−1 can still suffer a parity attack without being detected.
However, if block n − 2 is modified without modifying its parity, with 50% of
chance this modification will be detected. If block 0 is changed (maintaining its
parity), there is a probability of 1− 2−(n−1) of detecting this change. Obviously,
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the AWTR verification algorithm must be changed accordingly. Unfortunately,
this idea cannot be used with the public-key AWTR, because the digital signa-
ture must be completely extracted before decrypting it with the public-key.

5 Locating Alterations

The AWTR can be transformed into an authentication watermarking capable
of spatially locating the altered regions. Let us call this technique AWTRAL
(Authentication Watermarking by Template Ranking with Alteration Locating).
The naive idea of dividing the host image into sub-images and authenticating
independently each sub-image is not safe. Wong [22, 23] has proposed a similar
idea to authenticate continuous-tone images and it was demonstrated later to
be subject to many kinds of attacks, including the “cut and paste,” “vector
quantization counterfeiting” and “birthday” attacks [2,13,24,3]. A few works [24,
3,5] present different approaches to protect the host image against such attacks.
Wong and Memon [24] propose a technique where the AS of each sub-image is
dependent of its index and a unique identifier of the host image. However, the
image identifier has to be somehow stored outside of the host image, what is
a significant inconvenience. Barreto et al. [3] present a technique called “hash
block chaining” that uses the contexts of sub-images and a non-deterministic
digital signature to obtain the security. Using this technique, there is no more
need to use an image identifier. However, the obtained spatial resolution is twice
the size of each sub-image. Celik et al. [5] propose a hierarchical watermarking.
The spatial resolution of this scheme is nearly the size of each sub-image. It
does not lose its alterations-locating capability even with an image cropping:
it can use a “sliding window” to resynchronize with sub-images. We will use
the hierarchical watermarking with two layers to construct the AWTRAL. Two
layers are sufficient to obtain the desired security.

The idea of AWTRAL is to divide the image to be marked into sub-images
(say, with 128× 128 pixels). Then, we watermark independently each sub-image
with secret-key AWTR (first layer), and watermark the whole image (composed
by all AWTR-marked sub-images) with another public- or secret-key AWTR
(second layer). Note that if the host image is not large enough to hinder par-
ity attacks, secret-key AWTR must be used in both watermark layers. Using
secret/public-key AWTRAL, anyone can verify if the marked image is authentic
using the public-key. If an image is found to be fraudulent, the owner of the
secret-key can spatially locate the alterations to help discovering the intentions
of the hacker. We describe below the secret/public-key AWTRAL:

Step 1) Let be given a binary image Z to be marked. Pseudo-randomly shuffle
Z, obtaining the shuffled sequence of pixels Z̃.

Step 2) Divide the sequence Z̃ into two regions:
– Region Z̃A with n2 ×m pixels, where the second-layer DS is to be stored

(n2 is the length of adopted DS and m is the size of each block).
– Region Z̃BC : the remainder of Z̃ from where the DS is to be computed.

This region will be further subdivided into regions Z̃B and Z̃C .
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Step 3) Divide the original non-shuffled image Z into sub-images (say, with
128 × 128 pixels) Z1, Z2, ..., Zl.

Step 4) Pseudo-randomly shuffle each sub-image Zi, obtaining Z̃i, and divide
it into three sub-regions:
– Sub-region Z̃iA, constituted by the pixels of sub-image Z̃i that belong

to the region Z̃A determined in step 2.
– Sub-region Z̃iB with n1 × m pixels, where the first-layer MAC is to be

stored (n1 is the length of adopted MAC and m is the size of each block).
– Sub-region Z̃iC : the remainder of Z̃i from where the MAC is to be com-

puted.
Step 5) For each shuffled sub-image Z̃i, compute the fingerprint of sub-region

Z̃iC : Hi = H(Z̃iC). Encrypt the fingerprint Hi with a secret-key, obtaining
the MAC Si = Ek(Hi). Insert Si into sub-region Z̃iB , as described in sections
3 and 4.

Step 6) Compute the fingerprint of region Z̃BC : H = H(Z̃BC). Encrypt the fin-
gerprint H with the private-key, obtaining the digital signature S = Ek(H).
Insert S into region Z̃A, as described in sections 3 and 4.

The AWTRAL verification algorithm is:

Step 1) Given an AWTRAL-marked image Z ′, shuffle it as in the insertion,
obtaining the shuffled sequence Z̃ ′.

Step 2) Divide the sequence Z̃ ′ into regions Z̃ ′
A and Z̃ ′

BC , as before. Compute
the fingerprint H of Z̃ ′

BC .
Step 3) Extract the DS S stored in Z̃ ′

A and decrypt it using the public-key k,
obtaining the check data D = Dk(S).

Step 4) If D = H, the watermark is verified and no further processing is neces-
sary. Otherwise, image Z ′ was modified and the following steps can determine
the altered locations.

Step 5) Divide the watermarked non-shuffled image Z ′ into sub-images Z ′
1, Z ′

2,
..., Z ′

l , as in the insertion.
Step 6) Shuffle each sub-image Z ′

i, obtaining Z̃ ′
i, and divide it into three sub-

regions Z̃ ′
iA, Z̃ ′

iB and Z̃ ′
iC , as before.

Step 7) For each shuffled sub-image Z̃ ′
i, compute the fingerprint Hi of sub-

region Z̃ ′
iC . Extract the MAC Si stored in sub-region Z̃ ′

iB and decrypt it,
obtaining the check data Di = Dk(Si). If Hi = Di, the watermark of sub-
image Z ′

i is verified.

Let us make three remarks on the AWTRAL algorithm. First, the above-
described algorithm loses its capability of locating alterations after row or column
cropping. Celik et al. [5] suggest using a sliding window to obtain a cropping-
surviving watermark. Step 5 of the verification algorithm may be modified as
follows to locate alterations even after image cropping:

Step 5) Slide a window (of the same size as the sub-images used in the AW-
TRAL insertion) over the non-shuffled image Z ′ to obtain all possible sub-
images Z ′

1, Z ′
2, ..., Z ′

l within Z ′.
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Second, there may be some sub-images almost completely white (black) with
only a few black (white) pixels. These sub-images have few low-visibility pixels
and the watermark insertion may make visible salt-and-pepper noise. We suggest
not watermarking neither verifying these sub-images, because it is not possible
to introduce any visually significant alteration without significantly increasing
the number of black (white) pixels. And if the number of black (white) pixels
increases significantly, the MAC verification will detect the forgery.

Third, the first-layer MAC can be shorter than the usual 128 bits, because
the AWTRAL cannot be assaulted by a conventional birthday attack. If a birth-
day attack takes place and a sub-image is replaced by another fake sub-image,
the second-layer DS will detect this alteration. However, the AWTRAL can be
assaulted by an “improved birthday attack” similar to that described in [3]. It
consists in replacing simultaneously two sub-images by two fake sub-images such
that the two sub-images’ MACs and the DS of the whole image remain valid.
Hence, the first-layer MAC must be longer than 64 bits: we recommend using a
96-bit or longer MAC.

Fig. 4. The use of the alteration-locating watermark AWTRAL

Figure 4 illustrates the AWTRAL. Figure 4(a) is part of a page of a magazine
which was scanned at 300 dpi yielding 3200×2432 pixels per page. This image was
marked by the AWTRAL, resulting in Fig. 4(b). The host image was subdivided
into 475 sub-images each with 128×128 pixels. Each sub-image was marked with
a 96-bits-long MAC, using blocks of 64 pixels. A 1024-bits-long DS, also using
blocks of 64 pixels, was used to protect the whole image. Almost completely
white (black) sub-images, with 6 or less black (white) pixels, were not marked.
Figure 4(c) is a fake image, where a letter “m” was switched by the letter “n”
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and the word “DNA” was inserted. Figure 4(d) shows the result of the AWTRAL
verification algorithm, where the modified sub-images are clearly marked.

6 Conclusions

This paper has proposed a new cryptographically secure authentication water-
marking technique for binary images (AWTR). The proposed technique is suit-
able to watermark most binary images with excellent visual quality. We also de-
scribed a variant of the AWTR that can locate the alterations, besides detecting
them. The AWTR can be used in trusted FAX machines, i.e., to electronically
sign binary documents. Further research is necessary to adapt the method to
scanned documents.
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Abstract. We define the notion of pseudoprocessingness to formulate
chosen-input-attack, chosen-stego-attack, and key-recovery. We then con-
struct a efficient, provable secure steganographic algorithm against chosen-
input-attack and key-recovery. So far as we know, this is the first paper
dealing with those security notions.

1 Introduction

Many research papers related to information hiding techniques have been pub-
lished since Simmons proposed the prisoners’ problem in [9]. In this problem,
Alice and Bob are accomplices in a crime and have been arrested, and then they
are put in two different cells. After that time, they try to conspire to escape but
their all communications are listened to by a guardian named Warden. Since
Warden suspect that Alice and Bob want to collude an escape plan, he will only
permit the exchanges through not an encrypted message but a plain text. Under
this restriction, on the other hand, Alice and Bob attempt to deceive Warden
by finding a way of establishing an invisible communication channel between
them in full view of the warden, even though the messages themselves contain
no secret information. A couple of solutions has been proposed for the prisoners’
problem; subliminal channel, covert channel, etc. There also have been intro-
duced different approaches; steganography and digital watermarking. Especially,
steganography is related to how Alice and Bob can construct a secret channel
over a public channel without arousing Warden’s suspicion. In other words, the
goal of steganography is to conceal the existence of secret communication be-
tween Alice and Bob without being suspected by Warden. So the security of
steganography it is important that Warden can not distinguish between a cover-
object and a stego-object, and also the scheme hiding a message has not to leave
any special feature on a stego-object. Although many researchers have studied
the steganography in theoretic perspective and in practical, relatively little re-
searchers have approached the security of steganography theoretically. First work

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 137–151, 2005.
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was produced by Anderson[1]. He introduced some explanation of information
hiding and present a couple of approaches to the theoretical security of steganog-
raphy. And he also mentioned the computational security using polynomial-time
turing machine. After publishing his paper, Cachin[2] and Zöllner et al.[11] pro-
posed information theoretic security models separately. Cachin defined the secu-
rity of steganography using relative entropy, while Zöllner et al. gave a different
definition using mutual information. During that time, many theoretical and
practical steganographic algorithms had been proposed and published, but al-
most all of them are identified as insecure[7, 6]. Katzenbeisser and Petitcolas
defined the conditional security of steganography and gave a possibility for a
provable secure steganography for the first time[8]. Hopper et al. introduced a
provable secure steganographic algorithm in the sense of complexity theory[5].
However, the security of their algorithm just depends on not the algorithm itself
but the security of the encryption algorithm used in their algorithm. In addition,
it is different from a practical one because it is not efficient. Thus, we need more
practical, efficient algorithms.

In this paper, we will introduce two new security notions, pseudoprocess-
ingness and key recovery, and two adversary models, chosen-input-attack and
chosen-stego-attack, in the sense of complexity theory. And we will also propose
a practical, provable secure steganographic algorithm and prove that our model
is secure under chosen-input-attack and key recovery attack.

2 Security Notions of Steganographic Systems

Since the goal of steganography is to conceal the existence of secret communi-
cations, we can say that steganography is broken when an adversary is able to
detect the existence of steganography. So the secure steganography must be that
no adversary can decide whether a given object is a cover-object or a stego-object
without knowing the key. To formulate the secure steganography, we propose a
steganographic decision problem.

Definition 1 (Steganographic Decision Problem(SDP)). Given a sus-
pected object s ∈ C, determine whether s has a message m ∈ {0, 1}∗ or not.

Now we adopt complexity theory to define the computational security of
steganography. Recall the situation which Warden monitors a public channel
between Alice and Bob in the prisoners’ problem. If Warden suspects that Alice
sends Bob a stego-object, it is true that he can declare that the steganographic
algorithm, which produces a stego-object in the embedding process, differs from
a common algorithm making a cover-object. So we can transform SDP into the
following proposition. Yet, the converse is not always true.

Proposition 1. If Warden can distinguish a stego-object from a cover-object,
then he can also differentiate a steganographic algorithm from a common algo-
rithm, which is used for creating a cover-object
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Proposition 1 says that if Warden has an ability to discriminate between two
algorithms, then he is capable of identifying the difference between input-output
behaviors of the two algorithms. In this case, what kind of an algorithm could
become a common one? It depends on the type of a cover-object. For example,
an image could be used as a cover-image. It is obtained through a general image
processing operation such as enhancement or contrast. On the other hand, most
of practical steganographic algorithms produce a stego-image by substituting a
message for the redundant parts of a cover-image or by modifying them. This al-
teration causes the degradation in quality or the statistical change in unnecessary
data[10]. If we consider its modification as one of image processing operations,
in this sense, we can say that Warden is capable of separating these two opera-
tions into a steganographic function and a general image processing. Therefore,
Proposition 1 gives us a tip for the computational security of steganography.
Now we define a symmetric-key steganographic system as follows;

Now we will introduce some notions used in proving the security from the
complexity theoretic point of view. Following definitions are imported from Gold-
wasser and Bellare’s lecture notes[4], but these notions are enough to be modified
reasonably for steganographic security.

First, we define the symmetric-key steganographic system before constructing
an algorithm for the prisoners’ problem. An easy computation is one which can
be carried out by a probabilistic polynomial time algorithm and a function is
negligible if it vanishes faster than the inverse of any polynomial[4].

Definition 2 (Negligible Function). A function ν : N → R is a negligible if
for every constant c � 0, there exits an integer kc such that ν(k) < k−c for all
k � kc.

Definition 3 (Symmetric-Key Steganographic System). A symmetric-
key (or secret-key) steganographic system SKS = (Keys,Emb,Ext) consists of
three polynomial-time algorithms. On input 1k (the security parameter), the
key generation algorithm Keys(·) outputs produces a string k, we write K

R←
Keys(1k). The embedding algorithm Emb(·, ·, ·) takes the key K ∈ Keys(1k), a
cover-object c ∈ C, and a message m ∈ M to return a stego-object s ∈ C ∪ {⊥},
we write s ← Emb(K, c, m). The extracting algorithm Ext(·, ·) takes the key
K ∈ Keys(1k) and a stego-object s to return a message m ∈ M(∪{⊥}), we
write m ← Ext(K, s). We require that for any key K ∈ Keys(1k), any cover-
object c ∈ C, and any message m ∈ M, if Emb(K, c, m) returns a stego-
object s �=⊥, that is, s ← Emb(K, c, m), then Pr[s ← Emb(K, c, m)] = 1 and
Pr[Ext(K, s) �= m] is negligible.

Note that the embedding algorithm must be probabilistic. If an embedding al-
gorithm is randomized, in particular using embedding algorithm twice on the
same inputs, it may not returns the same stego-objects. So if the same message
was sent twice with the same cover-objects, Warden can always discriminate
between the former stego-object and the later. This is similar to collusion attack
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in digital fingerprinting. That’s why most people think that the embedding al-
gorithm has to be deterministic for both a cover-object and a message. However,
what happens if it is deterministic? Suppose that a sender uses a determinis-
tic algorithm twice on a cover-object for two different messages. Then, Warden
can always notice the difference between two communication sessions. This also
causes most people some worry that the cover-objects, used in previous com-
munication, must not be revealed and even not be reused them. But how we
can guarantee that Warden is not capable of acquiring them? It is appropriate
that he can acquire the original cover-objects used in previous steganographic
communication and will be able to know them to be applied in the future. This
fact should be considered as the extended version of Kerchoff’s principle for a
cover-object.

In addition, for a message and a couple of different cover-objects, an embed-
ding algorithm should not make stego-objects related to each others. In other
words, those stego-objects must not leak any partial information for the em-
bedded message. For example, assume that an embedding algorithm substitute
message bits sequentially for the LSB(Least Significant Bit) of pixels in a digital
image. If the scheme embeds a message into several cover-images, then it returns
several stego-images with LSBs, related between them, so they must not leak
any information.

Definition 4 (Processing Function). A processing function is a map Proc :
C × M → S, where C = {0, 1}�, M = {0, 1}l, and S = {0, 1}L are finite sets,
and �, l, L � 1 be integers. And the inverse of an processing function is defined
as Proc−1 : S → M.

The processing function ProcC×M→S takes two inputs, an element c ∈ C and
a message m ∈ M, and returns an output s ∈ S denoted by s ← Proc(c, m). We
call a member of ProcC×M→S an instance of a processing function. Especially,
we call the processing function an image processing function when C is a set of
digital images. Then the set of instances of ProcC×M→S could be considered as
the set of all digital image processing operations. Theoretically, the enlargement
operation in image processing can’t be a function because a pixel is mapped onto
multiple pixels. Yet, although we will include this operation and consider it as
one of the scaling operation, the key space of ProcC×M→S is invariable. So it is
no matter that we include the enlargement operation among image processing
functions.

Note that a message m does not play a key role in the operation of Proc. It’s
just a auxiliary input value, so it can be used with the internal coin of Proc to
determine the parameter of the processing, or it might not be used. The inverse
of a processing function Proc−1 takes an element of s ∈ S and returns a bit string
m′ denoted by m′ ← Proc−1(s). Strictly speaking, Proc−1 is not an inverse of
a processing function. Since we are now comparing an processing function with
an extracting algorithm, it is appropriate that we consider an inverse of the
processing function as a function which withdraw a bit string from an input
data as if it were an extracting algorithm. For example, a hash function could
be an inverse of the image processing function; it takes an image and outputs
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a hash value of input. We have an interest in the input-output relation of the
function which is randomly selected in the embedding function.

Now, it will be difficult for a person who uses a function like a black box
to decide whether a given function is selected in an embedding function or in a
processing function. So if he can’t distinguish two function families, neither can’t
he do between a cover-image and a stego-image. We define pseudorprocessingness
as the degree of the similarity between an embedding function and processing.
To measure the pseudoprocessingness, we will formulate the pseudoprocessing
function.

Definition 5 (Pseudoprocessing Function). The input-output behavior of a
random instance of the embedding function is computationally indistinguishable
from that of a processing function.

Let’s fix an embedding function Emb : K × C × M → S and suppose that a
function p : C × M → S is given to Warden so that whenever he provides a
cover-object c and a message m, he receives an output p(c, m). He can only
input the restricted questions chosen on the cover-object set C and the message
set M of a function, and he will receive the output from the range S. In this
environment, what Warden can only see is the input-output behavior of the
function p. Now assume that p will be chosen in two different sets as follows:

Set 0: The function p is chosen randomly from ProcC×M→S , denoted by p
R←

Proc�×l→L. This means that p is a random processing function from C × M
to S.

Set 1: The function p is chosen randomly from an embedding function Emb,
denoted by p

R← Emb. This means that a key is selected via K
R← Keys and

then p is set to EmbK .

The set and the corresponding function p is predetermined, and Warden can’t
know which set is selected. The set won’t be changed until a session is finished.
What Warden has to do is to decide which set is selected. To do so, what he
can do is only to give several input pairs (c1, m1), . . . , (cq, mq) and to get back
an output p(c1, m1), . . . , p(cq, mq). The experiment and study will help him to
determine which computer replied for queries. Now the psuedoprocessingness of
an embedding function can be considered as the measure difficult of decision
in SDP. The experiment simulates plainly a method which uses an embedding
function p in practical. So if it is impossible to distinguish the input-output
behavior of a random instance from an embedding function and one’s a pro-
cessing function. The action of Warden could be considered as the notion of a
distinguisher that an algorithm queries an oracle for a function p and tries to
determine whether a function p is a processing function(set 0) or an embedding
function(set 1). A distinguisher can only interact with the function by giving in-
puts, and getting back and examining outputs, but it can’t inspect the function
itself so that he can’t know the key used in the function. We denote Wp the
distinguisher W that has an oracle for the function p. Intuitively, an embedding
function could be considered as pseudoprocessing if the probability that Warden
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says 1 is roughly the same regardless of which room’s computer is connected.
We define this mathematically as following definition.

Definition 6 (Pseudoprocessing Function Experiment). Let Emb : Keys×
C×M → S be an embedding functions, and let W be an algorithm that takes an
oracle for a function p : C × M → S, and returns a bit d. We consider following
two experiments:

Experiment ExpPPF-1
Emb,W Experiment ExpPPF-0

Emb,W
K

r←− Keys p ←− ProcC×M→S

d ←− WEmb(K,·,·) d ←− Wp

Return d Return d

The advantage for a pseudoprocessing function of a distinguisher W, PPF-
advantage, is defined as

AdvPPF
Emb,W =

∣∣∣ Pr
[

ExpPPF-1
Emb,W = 1

]
− Pr

[
ExpPPF-0

Emb,W = 1
]∣∣∣

For any t, q, μ, we define the PPF-insecurity of an embedding function Emb

InSecPPF
Emb (t, q, μ) = max

W

{
AdvPPF

Emb,W
}

where the maximum is over all distinguishers W having time-complexity t and
making at most q oracle queries, the sum of the lengths of these queries being
at most μ bits. An embedding function Emb is (t, q, μ, ε)-pseudoprocessing func-
tion or (t, q, μ, ε)-pseudoprocessing when InSecPPF

Emb (t, q, μ) � 1
2 + ε, where ε is

negligible.

In Definition 6, the information of the key K is not used in defining the in-
secure function InSecPPF

Emb (t, q, μ). Although the insecure function is a function
of the key K, it is difficult to find what kind of function without knowing about
Emb itself. Actually, neither the key information nor the key length doesn’t play
an important role in the passive adversary model. What matters is just the
advantage a distinguisher can gain. In SDP, Warden is enough to suspect Alice
for a steganographic communication with confidence larger than 1/2-probability.
Moreover, Definition 6 does not give any kinds of strategies of which a distin-
guisher is capable. It only put a limit on its resources, so Warden can use any
method, instrument, or process to distinguish the function as long as it stays
within the specified resource bounds.

What does ‘secure PPF’ mean? Definition 6 does not show any clear context
about a secure function. It address only about a PPF-insecurity of a function.
Intuitively, we just can say informally that Emb is secure when the insecurity is
low for the practical input parameters. In a well-designed steganographic system,
the value of the advantage must be 1

2 . But this is really an ideal. Practically,
it should be close to 1

2 value. As you know, security is not some absolute or
boolean attribute, but a function of the resources available to Warden. Like
cryptographic systems, we have to assume that all steganographic systems are
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breakable in principle. To solve the SDP, we can use some resources; a cover-
object, a message and a stego-object. Depending on the available resources,
there are several kinds of adversary models for the steganographic systems[7],
and Hoper et al. also introduced independently several adversary models close
to cryptographic adversary model[5]. They considered a cover-object not as an
external, annexational input but as an output data chosen internally in encoding
process. So their models are quite a bit different from the others. In this paper,
we will treat only two kinds of adversary models;

Chosen-Input-Attack(CIA). Adversary can choose a message and a cover-
object and use the embedding algorithm.

Chosen-Stego-Attack(CSA). Adversary can choose not only a messages and
a cover-object, but a stego-object. In addition, he can use both the embed-
ding and extracting algorithm.

This classification is based on the algorithms which an adversary can use as an
oracle. Although this is different from the others’ model, it includes all of notions
previously introduced. As you see, our category is very simple and more reason-
able than previous one. Therefore, it is enough to consider these two attacks
for the security. In above classification, the adaptive adversary models can be
applied as the cryptographic models, however we will imagine that the chosen
models include the adaptive adversary models in this paper.

Now, we will define the security for each adversary models corresponding to
the accessible oracle in Pseudo-Processing Function Experiment. In CIA model,
the adversary is accessible to an embedding oracle, so he can inquire of an
embedding oracle with different cover-objects for distinct messages. So, in the
sense of PPF-CIA, the security is defined as follows;

Definition 7 (PPF-CIA Security). Let Emb : Keys × C × M → S be an em-
bedding functions, and let W be an algorithm that takes an oracle for a function
p : C × M → S, and returns a bit d. We consider following two experiments:

Experiment ExpPPF-CIA-1
Emb,W Experiment ExpPPF-CIA-0

Emb,W
K

r←− Keys p ←− ProcC×M→S

d ←− WEmb(K,·,·) d ←− Wp

Return d Return d

The advantage for a pseudoprocessing function of a distinguisher W, PPF-CIA-
advantage, is defined as

AdvPPF-CIA
Emb,W =

∣∣∣ Pr
[

ExpPPF-CIA-1
Emb,W = 1

]
− Pr

[
ExpPPF-CIA-0

Emb,W = 1
]∣∣∣

For any t, q, μ, we define the PPF-insecurity of an embedding function Emb

InSecPPF-CIA
Emb (t, q, μ) = max

W

{
AdvPPF-CIA

Emb,W
}

where the maximum is over all distinguishers W having time-complexity t and
making at most q oracle queries, the sum of the lengths of these queries being
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at most μ bits. An embedding function Emb is (t, q, μ, ε)-pseudoprocessing func-
tion under Chosen-Input-Attack(CIA) or (t, q, μ, ε)-pseudoprocessing under CIA
when InSecPPF-CIA

Emb (t, q, μ) � 1
2 + ε, where ε is negligible.

In CIA setting, an adversary can use two resources, a message and a cover-
object for a query. He is capable of fixing a cover-object and then varying a
message, or the other way. In this case, μ should be the total sum of the length
of a fixed input and the sum of the length of varied one. We can immediately
draw an important consequence. Steganographic systems which simply substi-
tute message bits sequentially for the LSB(Least Significant Bit) of pixels in a
digital image are not secure.

Proposition 2. Let F : Keys × {0, 1}� × {0, 1}l → {0, 1}L be an LSB substitu-
tion steganographic algorithm, where l is the maximum capacity of a cover-object
c ∈ {0, 1}�. Then, for any t, q, q(� + 1

2 · l), and non-negligible ε,

InSecPPF-CIA
F

[
t, q, q ·

(
� +

1
2

· l

) ]
� 1

2
+ ε.

Proof. In CIA setting, Warden W takes an oracle for an embedding function, so
he give some queries and get them back. Since his methods is not constrain, he
can use a patterns analysis[6], a visual analysis[10], or a statistical analysis[10].
These analyses require at least a half size of the maximum message length to
determine whether a given image is a stego-image or not with a fairly high
probability. So for non-negligible ε, we get the following equation;

AdvPPF-CIA
Emb,W =

∣∣∣ Pr
[

ExpPPF-CIA-1
Emb,W = 1

]
− Pr

[
ExpPPF-CIA-0

Emb,W = 1
]∣∣∣

� 1
2

+ ε.

If he has an ability to distinguish between an embedding algorithm and a pro-
cessing algorithm, he is capable of finding out the difference between outputs of
distinct messages for a fixed cover-object, or even of different cover-objects for a
fixed message. Similarly, in CSA setting, Warden can access both an embedding
oracle and an extracting. So in the sense of PPF-CSA, the security is defined as
follows;

Definition 8 (PPF-CSA Experiment). Let Emb : Keys × C × M → S be
an embedding functions, and let W be an algorithm that takes an oracle for
a function p : C × M → S, and returns a bit d. We consider following two
experiments:

Experiment ExpPPF-CSA-1
Emb,W Experiment ExpPPF-CSA-0

Emb,W
K

r←− Keys p ←− ProcC×M→S

d ←− WEmb(K,·,·),Ext(K,·) d ←− Wp,p−1

Return d Return d
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The advantage for a pseudoprocessing function of a distinguisher W, PPF-CSA-
advantage, is defined as

AdvPPF-CSA
Emb,W =

∣∣∣ Pr
[

ExpPPF-CSA-1
Emb,W = 1

]
− Pr

[
ExpPPF-CSA-0

Emb,W = 1
]∣∣∣

For any t, qc, μc, qs, μs, we define the PPF-insecurity of an embedding function
Emb

InSecPPF-CSA
Emb (t, qc, μc, qs, μs) = max

W

{
AdvPPF-CSA

Emb,W
}

where the maximum is over all distinguishers W having time-complexity t and
making at most qc oracle queries to the p oracle, the sum of the lengths of
these queries being at most μc bits, and also making at most qs queries to the
p−1 oracle, the sum of the lengths of these queries being at most μs bits. An
embedding function Emb is (t, qc, μc, qs, μs, ε)-pseudoprocessing function under
Chosen-Stego-Attack(CSA) or (t, qc, μc, qs, μs, ε)-pseudoprocessing under CSA,
when InSecCSA-PPF

Emb (t, qc, μc, qs, μs) � 1
2 + ε, where ε is negligible.

Definition 8. does not say any comment about the inverse processing of p.
It depends on the behavior of an extracting function to be analyzed. For in-
stance, if an extracting algorithm returns a LSB-string of pixels, the inverse of
the processing function should be dealt with the function which simulates an
extracting function. In PPF-CSA setting, an adversary is capable of accomplish-
ing effectively a chosen-input-attack. Thus there is a relation between PPF-CIA
and PPF-CSA as follows;

Proposition 3. Let Emb : Keys×C×M → S be an embedding function. Then,
for any t, q, μ,

InSecPPF-CIA
Emb (t, q, μ) = InSecPPF-CSA

Emb (t, q, μ, 0, 0).

There is no work that attempts to deal with the notions of key-recovery
attack. Even though security against key-recovery is not sufficient as a notion of
security for steganography, it is certainly among necessary conditions. That is,
if key-recovery is easy, we can say that the algorithm is insecure. So we want to
show that any embedding function which is insecure under key-recovery is also
insecure as a PPF. In this attack model, we consider that Warden tries to find
the key K based on input-output behavior of an instance EmbK of a function
Emb. The insecurity of an embedding algorithm is defined as the probability that
Warden succeeds in finding K. The probability is over the random choice of K
and any random choices of Warden himself. We suppose that Warden can access
the oracle EmbK to study the input-output examples of his selection. Moreover,
this definition contains all types of key-recovery attacks such as exhaustive key
search. As the previous adversary models, we do not constrain Warden’s method
used to find K. We give the following definition.

Definition 9 (Key-Recovery Experiment). Let Emb : Keys × C × M → S
be an embedding functions, and let WKR be an algorithm that takes an oracle
for a function p : D → R, and returns a string K	. We consider following two
experiments:
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Experiment ExpKR
Emb,WKR

K
r←− Keys

K	 ←− WEmb(K,·,·)
KR

If K = K	 then return 1 else return 0

The KR-advantage of WKR is defined as

AdvKR
Emb,WKR

= Pr
[

ExpKR
Emb,WKR

= 1
]
.

For any t, q, μ, we define the KR-insecurity of an embedding function Emb

InSecKR
Emb(t, q, μ) = max

WKR

{
AdvKR

Emb,WKR

}

where the maximum is over all WKR having time-complexity t and making at
most q oracle queries, the sum of the lengths of these queries being at most μ
bits.

3 Proposed Algorithm

In this section, we propose a provable secure steganographic algorithm in the
sense of PPF. As we described earlier, most of previously suggested algorithms
are detectable because they don’t modify a cover-object by a natural processing
method. Thus the embedding algorithm must hide a message using a cover-
object-based processing. First, we define the processing algorithm, which is a
subroutine of the embedding algorithm, as follows:

Algorithm Processing(K, c, m)
Input: key K, cover-object c, message m

Repeat
s ← Proc(c)

Until Hash(K, s) = m
Output: stego-object s

In this algorithm, the function Proc(·) plays the leading role in the processing
algorithm. It could be any natural processing method, such as a contrast stretch-
ing, an enhancement, an interpolation or a point processing when a cover-object
is an image. When input vectors are given, Proc(·) flips coins internally and
uses the results from flipping to vary the parameters used in processing the
cover-object. It repeats the processing until Hash(K, s) = m. Then it returns
s satisfying Hash(K, s) = m. Note that the iteration count is bounded to 2|m|.
That is, we always get s with probability 1. Now we construct the embedding
algorithm and the extracting as follows;
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Algorithm Embedding Emb(K, c, m) AlgorithmExtractingExt(K,s)
Input: key K, cover-object c, message m Input: key K, stego-object s

Parse c as c1||c2|| · · · ||c� Parse s as s1||s2|| · · · ||s�

Parse m as m1||m2|| · · · ||m� for i = 0 to �
for i = 0 to � mi ←− Hash(K, si)

si ←− Processing(K, ci, mi) Output: m = m1||m2|| · · · ||m�

s ←− s||si

Output: s = s1||s2|| · · · ||sk

The idea of the above algorithms is very simple. The embedding algorithm
divide the cover-object and the message into � parts each. Then, it applies the
processing to the sub-cover-objects ci repeatedly until it finds a processed object
si, so called a sub-stego-object, such that Hash(K, si) = mi. Note that the length
of each ci should not be the same. When the length is not fixed, the sender
and the receiver need to synchronize each length of each sub-object so that
the recipient can extract the message. At this time, the key should be used for
synchronization. And there is also another consideration in using our algorithm.
It is the length of sub-messages; that is, the longer the length of a message
becomes, the larger the number of the iteration time does. In addition, this may
make some sub-objects not be matched well to the neighbor sub-objects so that
the result could not be an acceptable output. So the sender should choose a
proper length for the processing function Proc(·).

While Hoper et al.’s S1. algorithm looks similar to the proposed one, that
has some weaknesses as compared with this; see Table 1. Since their algorithm
is based on the encryption algorithm, it is strong as the security of the used
encryption algorithm. There exist a probability that their embedding algorithm
doesn’t success in finding a cover-object even though the probability is low. In
addition, its efficiency is very low because it only just embeds 1 bit into a cover-
object. So we should prepare a large number of cover-object before embedding
a message. And moreover, in (passive) adversary, Hoper et al. dealt with only
chosen-message-attack, whereas in practical, attacker can choose a message and
a cover-object separately. So we have to consider the adversary model more
broadly, variously. Now we claim that if the proposed algorithm is a secure
PPF, then it is also secure against CIA.

Table 1. Comparison between Hoper et al.’s S1. algorithm and the proposed algorithm

Hoper et al. Propose Algorithm
Security basis encryption function processing function

(pseudorandomnessn) (pseudoprocessingness)
Failure rate in embedding low, but positive value never fail
Embedding rate per a cover-object 1 bit variable length

chosen-input-attack
(passive) Adversary Models chosen-message-attack chosen-output-attack

key-recovery-attack
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Theorem 1. Let Emb : Keys×C×M → S be the proposed embedding function,
where Keys = {0, 1}k, C = {0, 1}�, M = {0, 1}l, and S = {0, 1}L. Then for any
t, q with q < 2�+l we have

InSecPPF-CIA
Emb (t, q, q(� + l)) � InSecPPF

Emb (t′, q, q(� + l)).

Proof. We will show that given any adversary W whose resources are restricted
to t, q, � + l, we can construct an adversary AW , using t, q, q(� + l), such that

AdvPPF-CIA
Emb (t, q, q(� + l)) = AdvPPF

Emb (t′, q, q(� + l)).

Adversary AW
c ←− C
m ←− {0, 1}l

d ←− WEmbK(c,m)

Return d

The adversary AW chooses a key K, a cover-object c, and a message m ran-
domly. When necessary, he selects more cover-objects and messages. Then he
simply runs W with the selected inputs and returns a bit d after seeing the out-
put of W. Since the results of queries are just outputs of a processing function
Proc, the advantage of W is determined by the pseudoprocessingness. Moreover,
the advantage of AW depends on the advantage of W. Thus, the advantage is
computed as follows;

AdvPPF
Emb,AW =

∣∣∣ Pr
[

ExpPPF-1
Emb,AW = 1

]
− Pr

[
ExpPPF-0

Emb,AW = 1
]∣∣∣

�
∣∣∣ Pr

[
ExpPPF-CIA-1

Emb,W = 1
]

− Pr
[

ExpPPF-CIA-0
Emb,W = 1

]∣∣∣
= AdvPPF-CIA

Emb,W .

And if the proposed algorithm is a secure PPF, then it is also secure against
all key-recovery attacks.

Theorem 2. Let Emb : Keys×C×M → S be the proposed embedding function,
where Keys = {0, 1}k, C = {0, 1}�, M = {0, 1}l, and S = {0, 1}L. Then for any
t, q with q < 2�+l we have

InSecKR
Emb(t, q, q(� + l)) � InSecPPF

Emb (t′, q + 1, (q + 1)(� + l)) +
1
2L

.

Proof. We will show that given any adversary WKR whose resources are restricted
to t, q, q(� + l), we can construct an adversary W, using t, q, (q + 1)(� + l), such
that

AdvPPF
Emb,W � AdvKR

Emb,WKR
− 1

2L
.

As per Definition 9., adversary W will be provided an oracle for a processing
function p : {0, 1}� −→ {0, 1}L, and will to determine in which room it is. To do
so, he will run adversary WKR as a subroutine. Adversary W is constructed as
follows;
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Adversary W
i ←− 0
Run adversary WKR, replying to its oracle queries as follows
When WKR makes an oracle query x do

i ←− i + 1; ci ←− c; mi ←− m
si ←− p(ci)
Return si to WKR as the answer

Until WKR stops and outputs a key K	

Let c /∈ {c1, c2, . . . , cq} and m /∈ {m1, m2, . . . , mq}
s ←− p(c, m)
If Enc(K	, c,m) = s

then return 1
else return 0

Since adversary W is running WKR as a subroutine, W passes oracle queries of
WKR to its oracle p and transfers the outputs of p to WKR again. When WKR
completes his work, it returns a K	 ∈ {0, 1}k, which W tests by checking whether
Emb(K, c, m) ?= p(c, m). c or m is a value different from any that WKR queried
previously, so we require the condition q < 2�+l. Now the PPF-advantage of the
embedding function is computed as follows;

AdvPPF
Emb,W =

∣∣∣ Pr
[

ExpPPF-1
Emb,W = 1

]
− Pr

[
ExpPPF-0

Emb,W = 1
]∣∣∣ .

How can we calculate the above two probabilities? First, let’s consider the ex-
periment ExpPPF-1

Emb,W . In this experiment, the oracle p is EmbK(·, ·) for some key
K, which is the oracle that adversary WKR can access, and thus WKR acts as the
adversary in ExpKR

Emb,WKR
. Furthermore, if WKR is successful in the experiment,

then it outputs the K	 which equals the key K. Thus W will return 1. There is
also the possibility that W might return 1 even though WKR failed to find the
key, meaning if K	 �= K but Emb(K	, c,m) �= Emb(K, c, m). Therefore, we get
the following inequality;

Pr
[

ExpPPF-1
Emb,W = 1

]
� AdvKR

Emb,WKR
.

Now look at the second experiment ExpPPF-0
Emb,W . In this experiment, the proba-

bility

Pr
[

ExpPPF-0
Emb,W = 1

]
means that adversary W returns 1 when the oracle is a random processing func-
tion. Since the oracle p is random and since c or m is never queried before by
adversary WKR, it can’t get any information about the p(c, m). Anyway, WKR
outputs some key K	 after querying. At that time, Emb(K	, c,m) is already
defined. So the probability is computed as

Pr [ p(c, m) = Emb(K	, c,m) ] =
1
2L

.
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Therefore, we can get the following inequality

AdvPPF
Emb,W =

∣∣∣ Pr
[

ExpPPF-1
Emb,W = 1

]
− Pr

[
ExpPPF-0

Emb,W = 1
]∣∣∣

� AdvKR
Emb,WKR

− 1
2L

.

Corollary 1. Let Emb : Keys×C×M → S be the proposed embedding function,
where Keys = {0, 1}k, C = {0, 1}�, M = {0, 1}l, and S = {0, 1}�. Then for any
t, q with q < 2�+l we have

InSecKR
Emb(t, q, q(� + l)) � InSecPPF-CIA

Emb (t′, q + 1, (q + 1)(� + l)) +
1

2� − q
.

Proof. Proof is similar to Theorem 1. In the second experiment, adversary WKR
already queried q times, so there left only 2� −q things. So the second term could
be the probability that it takes the one from 2� − q things.

4 Conclusion

Many practical steganographic algorithms have been introduced to construct a
secret communication channel as a part of solutions for the prisoners’ problem.
But almost all of them are revealed as insecure. Recently, Hopper et al. intro-
duced a provable secure steganographic algorithm in the sense of complexity
theory. However, the security of their algorithm just depends on not the algo-
rithm itself but the security of the encryption algorithm used in their algorithm.
In addition, it is different from a practical one because it is not efficient. Thus,
we need more practical, efficient algorithms.

So we have introduced some security notions in steganography in this paper;
pseudoprocessingness, three kinds of adversary models; Chosen-Input-
Attack(CIA), Chosen-Stego-Attack(CSA) and Key-Recovery(KR), and the se-
curity notions against each adversary. Then, with these notions, we constructed
a efficient algorithm and proved that it is secure against CIA as well as KR.
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Abstract. Invertible authentication techniques have been used in some special 
applications (such as medical or military applications), where original data can 
be recovered after being authenticated. In this paper, we proposed a new scheme 
combine features (relation of coefficients) in DCT domain with content features 
(edges or textures) of JPEG image into multi-feature, which is useful to 
authenticate images in both spatial and frequency domains. A novel invertible 
data embedding mechanism based on random walk is proposed. Experimental 
results show that the algorithm is sensitive to intended tampers while accepting 
appropriate JPEG recompressions, and even more, it has the ability to locate 
corrupt areas. Compared with authentication scheme based on features extracted 
from single domain, the “miss alarm” probability of our scheme is much lower. 

1   Introduction 

With the development of web communication and multimedia technology, more and 
more digital multimedia signal can be transmitted through Internet. This made 
multimedia data vulnerable to various attacks. Among today’s information security 
techniques, multimedia authentication techniques have been developed greatly and 
become a kind of powerful tool for protecting multimedia content. Multimedia 
authentication techniques can be divided into two groups including digital signature 
and watermarking [1]. The former utilizes encryption algorithm to extract hash codes 
from image or other multimedia data as signature, and the hash code is saved in 
header file or other extra space transmitting with the image. When authentication is 
needed, signature produced in the same way will be compared with signature saved 
before. If they match, then received multimedia data is authenticated. The latter is that 
the feature codes (such as hash value or message authentication code [1]) of object to 
be authenticated are self-embedded as watermark, and then feature extracted in the 
same way will be compared with the watermark retrieved to determine if there are any 
changes. Compared with digital signature method, the authentication scheme with 
watermark has the advantage that it does not need extra space to save authentication 
code. However, due to the added redundant information within image, visual quality 
will be degraded more or less. And in some applications where high perceptual 
quality is needed, this degradation will be obviously unacceptable. 
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Another kind of improved authentication technique (invertible authentication 
watermarking method) has been proposed and original signal will be recovered after 
authentication [2,3,6,7,8]. This new authentication method does not need extra space for 
saving MAC or hash value like digital signature, moreover, it can invert original signal 
if the watermarked image is thought as authentic, which is impossible in previous 
watermarking methods (non-invertible). In paper [2], Fridrich presented two methods 
for the authentication of JPEG images using invertible watermarking. In both methods 
LSB embedding algorithm and hash function were adopted. Invertible authentication for 
JPEG image can be implemented well in two schemes. However, they are too sensitive 
to many kinds of modifications such as appropriate JPEG compression and other noise. 
In practical applications these schemes seem too fragile. In addition, because hash bit 
stream was embedded into the DCT coefficients in fixed locations, a good security 
property could not be achieved. Recently some scholars presented other invertible 
schemes [6,7,8]. However, either imperceptibility or robustness/frangibility of 
watermarking system is not good enough in practice. 

In this paper, we present a new invertible authentication scheme based on multi-
feature instead of hash bit stream. The algorithm proposed in our paper aims at 
overcoming the two drawbacks mentioned above of methods given in paper [2]. 
Furthermore, due to extracting multi-feature from both spatial domain and frequency, 
the message authentication code (MAC) can accurately describe the block content. 
This can make the probability of “miss alarm” very low. Here we select edge feature 
as spatial content feature and the relation of two mid-frequency DCT coefficients 
closest to DC coefficient as frequency features. The two features are combined into a 
multi-feature based MAC, which is embedded into JPEG image as watermark in an 
invertible manner used for authentication. Without the authentication key, one can 
neither notice any trace of MAC hidden in JPEG image nor implement authentication 
process. If image to be test is deemed authentic, the original image can be recovered 
by anyone who possesses the authentication key.  

In next section we summarize different ways of feature extraction and illustrate our 
consideration on multi-feature authentication. Details about the invertible authentication 
scheme are described in section 3. We give the experimental results and discussion in 
section 4 and conclude it in last section. 

2   The Multi-feature Based Authentication Idea 

In general authentication system, feature construction is an important issue. How to 
utilize feature of image (or other multimedia objects) to construct a string of unique 
code that can represent image to the greatest extent is the problem that designers 
should care about. Different features were used in multimedia authentication in 
different papers. Bhattacha and Kutter proposed an authentication method that 
extracts “salient” image feature points by using a scale interaction model and 
Mexican-Hat wavelets [4]. They generate digital signature based on the location of 
these feature points. A most drawback maybe that it is not sensitive enough to some 
crop-and-replace manipulations inside the objects. Queluz proposed a way to generate 
digital signatures based on edges [5]. Edge-based features may be a good choice for 
image authentication because the contour of objects should keep consistent for 
acceptable manipulations. One drawback is that the length of signature should be 
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reduced. In paper [1], Lin used the relation of DCT coefficients of same positions in 
different blocks as feature to detect malicious modifications. He mainly considered 
the robustness of MAC to JPEG compression but not the actual semantic meanings 
that MAC represented. An intended attack may be successful if statistical analysis 
method to DCT coefficients is adopted. 

All authentication methods above adopted features extracted from one-fold domain 
(either spatial domain or frequency domain). As we know, in authentication system, 
multi-feature content descriptor is more nicely to denote image content than the one 
based on single domain. To reduce the probability of “miss alarm” and improve the 
security of authentication system, we propose a new multi-feature based authentication 
scheme that will more exactly authenticate original signal from both spatial and 
frequency domain.  

 
a)                                           b)   

 
c)                                            d) 

Fig. 1. a) The original image of “baboon”, b) the original edge bit map, c) Intentional tampers 
aiming at the relation DCT coefficient of (2,1) and (2,2), d) corresponding edge bit map 

Edge-features are adopted to classify types of 8x8 pixel blocks and relations of 
DCT coefficient pairs closest to DC coefficient that represent frequency feature. If 
8x8 block contains edges, then define feature code as “1”, else as “0”. The 
combination of two features and detailed algorithm will be seen in the next section. 
In common DCT coefficient’s relation based authentication schemes, an intentional 
attacker most probably destroys visual content of images aiming at certain DCT 
coefficients (such as the ones of (2,1) and (2,2) in our scheme) while successfully 
cheating the authentication system. In figure 1 an experimental example is given to 
show the efficiency of multi-feature authentication compared with single domain 
based one. In this example, although the attacker successfully cheating DCT 
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domain based authentication system, the edge features before and after tampers will 
tell us the visual content have been modified. 

Here we propose a new idea for feature extraction, that in future works more than 
two features fused together for authentication purpose will be considered. In spatial 
domain, geometry characters such as edges and textures, all can be used for 
authentication. Features of different transform domains such as relations of energy 
or transformed coefficients in block are all good candidate for generating multi-
feature code. 

3   The Invertible Authentication Scheme for JPEG Image 

In JPEG images, there exist many zero coefficients due to compression. Thus 
invertible data embedding can be easily realized by utilizing these zero coefficients. 
Our invertible authentication watermarking has several advantages compared with 
previous ones. Firstly, the multi-feature are adopted, consequently the probability of 
“miss alarm” is reduced. Secondly, it can resist both small noise interference and 
appropriate JPEG compression. In addition, the positions for embedding feature in 
every block are randomly selected under the control of authentication key. This 
method has better security than the ones selecting fixed locations [2]. An attacker 
using statistical analysis based on quantized coefficients cannot find any trace of 
hidden MAC in watermarked image. 

3.1   Multi-feature Extraction 

Our scheme is based on 8x8 blocks. Assume that iB  represent a typical block in 

JPEG image, LLi ],,1[∈ is the total number of blocks in image. Edge based message 

authentication code is defined by a binary sequence. Use edge-detecting method to 

classify types of blocks. If block iB  contains edges, let edge based MAC for iB be 

“1”, else be  “-1”. 
In DCT domain, we select two coefficients )0,1(iD  and )1,1(iD as a feature pair. 

In normal quantization table, the quantized steps according to the two positions both 
equal to 12 (see the normal quantization table). So it can be predicted that the relation 
of the pair should be robust to JPEG recompression. If )1,1()0,1( ii DD >= , then let 
DCT based MAC for iB be “1”, else be “-1”. So multi-feature code for iB  can be 
represented by two bits, which will be embedded into JPEG image in a novel 
invertible manner. 

3.2   Invertible Watermarking Algorithm 

Suppose a JPEG image is qualified by a factor of Q . 

1) Assume that current block is ],1[, LiBi ∈ , L is total number of blocks in image. 
MAC for block iB is },{ ii ba , 1, ±=ii ba . The MAC should be randomly 
permuted with a secret key. 
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2) Divide 60 DCT coefficients except )0,0(iD , )0,1(iD , )1,0(iD  and 
)1,1(iD into two groups. Following zigzag scan, the former group is constituted 

by coefficients i of which equal to }63,....13,11,9,7,4{ , and the latter group is 
constituted by }64,....14,12,10,8,6{  coefficients. Discard the coefficients in 
high frequency and then the candidate positions are changed to be group 
A }31,....13,11,9,7,4{  and group B }32,....14,12,10,8,6{  that will be used for 
watermarks embedding. In general, DCT coefficients after the 30th one are zeros. 
If not, we should increase the cut index to keep that at least one zero in the last 
positions of the two groups of every block. The algorithm’s precondition is that 
coefficients in the last position are both zeros.  

3) Assume that authentication key is K . The key corresponding to the block iB  

is },{ 21 iii kkk = . Then search the two first non-zero coefficient 

}29,...9,7,4{, ∈jD j and }30,...10,8,6{, ∈kDk following a random non-

intersecting walk through group A and group B respectively from the 31th and the 32th 
position. The random walk in two groups are respectively controlled by secret key 

1ik and 2ik . Then define the previous neighboring coefficients of jD and kD in random 

walk as '
jD and '

kD . Then let )(''
ijj asignqD ∗= and )(''

ikk bsignqD ∗= . 

Go to the next block till the end of all blocks. 
4) Do the inverse DCT transformation to the pixel domain. 

3.3   Watermarking Retrieval and Verification Algorithm 

The steps of authenticating JPEG image are simple and given as following. 

1) DCT transform image by 8x8 blocks. 

2) In current block ],1[, LiBi ∈ , the corresponding key is },{ 21 iii kkk = . Search 

the first two non-zero coefficients ''
jD and ''

kD  following a random non-intersecting 

walk through group A and group B. Then let )( '''
jj Dsigna = , )( '''

kj Dsignb = . 

Go to the next block till the end of all blocks. The whole MAC can be calculated by 

inversely permuting )}','),....(','),....(','(),','{( 2211 LLii babababa with 

the secret key used before. 
3) Compare the watermark with MAC extracted from image in the same way 

described in section 3.1. If they match, the JPEG image will be deemed authentic. 
Otherwise some tampers must have happened. Output the index of mismatch 
blocks indicating the location that has been tampered. 

3.4   Original Signal Recovery 

According to secret key },{ 21 iii kkk = , we implement the random non-intersecting 

walk through the group A and B, and search the first two non-zero DCT coefficients. Then 
we may set the two coefficients as zero. Thus the original JPEG image can be recovered. 
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(a) Lena (PSNR=35.1608dB) 

           
(b) Baboon (PSNR=33.2220dB) 

           
(c) Boat (PSNR=37.1650dB) 

Fig. 2. Three original JPEG images (left Q0=80) and (middle) their watermarked images 
embedded with MAC and (right) corresponding watermarks (different W=Iw-I) 

 

Fig. 3. Distortion for invertible JPEG authentication for three test images (“lena”, “baboon”, 
“boat”) and different quality factors (Q0) 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Tampered JPEG images and authentication results. (a) (Left) Tampered image 1 of 
“lena” and authentication result (right). (b) (Left) Tampered image 2 of “lena” and 
authentication result (right). (c) (Left) Tampered image of “baboon” and authentication result 
(right). (d) Tampered image of “boat” and authentication result (right) 

“lena”. Authentication results are shown in (a) and (b) (right). In figure 6 (c), several 
black lines are added into image of “baboon” (left), and the authentication result is 
given on the right. In figure (d)(left), the lighthouse is removed from image of “boat” 
and the authentication result is given on the right. From figure 6 we can see that our 
scheme can correctly detect malicious modifications and more, locate corrupt area 
approximately. Each tampered block is marked in white color. 
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5   Conclusion 

A novel multi-feature based invertible authentication method for JPEG images is 
proposed in this paper. Using multi-feature helps us exactly describe original 
multimedia content and can be expected to resist the statistical attack that maybe 
successful to the authentication system based on single relation of DCT coefficients. 
With a key only known to the owner, original JPEG image can be recovered if no 
manipulation has happened, and authentication can be implemented. Due to randomly 
selecting embedding position the scheme has better security than embedding strategy 
based on fix position [2]. Moreover robustness can be achieved by adjusting 
magnitude of watermarks within allowable vision distortion. Experimental results 
show that the invertible authentication scheme can detect malicious modifications in 
high precise. In applications of invertible authentication such as military 
communication and remote medical care, our scheme will have good feasibility. 
Future work will focus on the research of the relation between feature extraction and 
authenticating precise, which will be helpful for us in designing invertible 
authentication schemes with different precision adapted for different applications. 
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Abstract. Westfeld[1] detected the stegoed–image by measuring the fre-
quencies of PoVs(pairs of values) in the suspicious images. Fridrich[4]
proposed another detection method, so-called RS steganalysis. In this
paper we propose a steganographic scheme using a block cipher, which
minimizes the embedding changes of a cover object utilizing not only the
LSBs of the cover object’s strings but also the whole bits of the cover
object. The proposed scheme is a kind of the coding scheme which min-
imizes changed bits for message embedding without sharing the secret
code–book. The experimental result shows that the proposed scheme ef-
ficiently evades the χ2–statistical test and RS steganalysis.

1 Introduction

Steganography is a study about the invisible communication which aims that
no one is able to know the existence of this secret channel except two parties
of communicators. In many cases, it was first invented for the military commu-
nication or criminal purpose with the technical or linguistic ways[3]. Therefore
it was studied in the restricted area. But thanks to the improvement of Inter-
net, it becomes easy to copy or transmit digital data, more and more people
are interested in the steganography that utilizes the digital data as cover-media.
Nowadays, whoever wants to conceal a secret message in the innocent-looking
digital data may easily get some steganographic tools on the web. Many of them
simply substitute the least significant bits(LSB) of the cover data for a secret
message since it is easy to implement. Because the redundant parts of a cover are
imperceptible, some believes intuitively that these parts are random and the LSB
substitution would not be detected. But Westfeld[1] obtained the experimental
result that the redundant parts of digital data are not random and proposed the
blind steganalytic method called χ2–statistical test. It is based on the statistical
analysis of PoVs(pairs of values) that are exchanged during message embedding.
Provos[5] also extended this method by re-sampling the test interval to detect
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the randomly spread steganography. After that,Fridrich[4] introduced a RS ste-
ganalysis which is based on the partition of an image’ pixels as three groups ;
Regular, Singular, Unusable groups. This method can estimate the embedded
message length in case of the LSB substitution steganography.

As a rule, the fewer bits is changed after message embedding, the harder it is
for an attacker to determine whether the given data contain a secret message or
not. A secure block cipher must have an avalanche effect; The small amounts of
an input value’s change causes a large amounts of an output value’s change. If
this property is applied to steganography, we can embed an enough amount of
the message in the cover object without changing the same size of the message
bits. The proposed scheme can give an effect of the compression coding which
minimizes the embedding changes of a cover object without pre-sharing any other
information except a secret key. The changed bits after the same size of message
embedding by the proposed scheme is decreased about 40% comparing with
the simple LSB embedding scheme. The experiment shows that the proposed
scheme also evades well the χ2–statistical test and RS steganalysis. We explain
the details of the proposed scheme in section 2 and the experimental results are
followed in section 3. Then, we conclude this paper in section 4.

2 The Proposed Scheme

The fewer bits is changed after message embedding, the harder it is for an at-
tacker to determine whether the given data contain a secret message or not. If
we use the LSB embedding steganographic method, then the best secure case is
to find the cover whose LSBs are exactly the same as the message bits. If the un-
modified cover contains the secret message, the system which can find this cover
in the polynomial time bound is called the perfect steganographic system[2] but
it is not a practical system.

The block cipher has the property that for a few changes in the input value,
there are many changes in the output value. If this property is applied to stegano-
graphic system, we can embed a message bits in the cover object within smaller
changing bits than expectedly doing the half of the total message bits. We make the
pre-computation to find the collision pair; the output of a block cipher and an em-
bedding message block. The details of the scheme is as follows. With a convenience,
we implemented this algorithm with an image file, especially at a BMP format.

1. First, the encoding algorithm divide the cover object C into the same blocks,
c11 . . . c1� ‖ c21 . . . c2� ‖ . . . , whose length is � bits. The divided block is split
again into the subblocks in which there should be at least 2 changeable bits.
We took subblock as a pixel value(8 bits) in the next section. One bit out of
the changeable bits must be a message check bit. It’s position is determined
by the pseudo-random sequence generated from a shared key.

2. An embedding message M is also divided into suitable r bits blocks, m1 ‖
m2 ‖ · · · ‖ mz. The length of r bits block is flexible with a proportion to the
collision with an output of a block cipher. In the next section, we took this
block length as r = 8.
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Fig. 1. Divided image block when 	 = 64, r = 8

3. With a shared key, generate a pseudo-random sequence to determine the
position of a message check bit. For example, assume that � = 64, r = 8, a
subblock is a pixel value(1 byte) and the changeable bits is located from the
LSB to the 3rd LSB. If pseudo-random number is 12, then for all 3× 8 = 24
changeable bits(0 ∼ 23), the position of a message check bit becomes 13th
bit in a sequential order. See Fig.1.

4. Change a message check bit value into 1. Then compute the output value
of a block cipher by setting this cover block as an input value. Compare the
least r bits of an output value with the first embedding message block m1.

Ek(c11 . . . c1i . . . c1�) (mod 2r)
?≡ m1

If two values are same, then move to the next cover block and repeat the
above steps. Otherwise, recover the previous changed bit and flip one of
other changeable bit except the message check bit then compare it again.
Until finding a collision of an embedding message block with an output block
of the block cipher, continue flipping changeable bits within the permitted
iterations. If the collision does not happen by the last iteration, then change
the message check bit value into 0 and move to next cover block.

5. If before moving to the last cover block the whole secret message is not
embedded, then the embedding process is a failure.

6. Decoding is more simple. Determine the position of a message check bit by a
pseudo-random sequence. If the message check bit value is 1, then compute
the cipher text by inputting this cover block and take the least r bits of the
cipher text as an embedded message block.

Ek(sj1 . . . sji . . . sj�) (mod 2r) = mj

Otherwise, the cover block is skipped.

Instead of changing more cover bits, we finds collision with a secret message.
This scheme is more complex and time consuming than the simple LSB substitu-
tion steganography, but this computation minimizes the cover object’s changes
for message embedding. To get more security, the user can decrease the number
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of changeable bits or the length of collision bits. Other steganographic schemes
are dependent on the randomness of an embedding message, but the proposed
scheme is independent on the embedding message’s property. If the attacker does
not know a shared key, then he even doesn’t know whether a plain text has been
embedded or a cipher text has been. The simplest attack on the proposed scheme
is a brute force attack on a block cipher. If the decoded message block is a cipher
text, it gives a double encryption effect as a result. Table 3.1 and 3.2 are the
pseudo code of an encoding and decoding processes respectively. c′

ji denotes the
flipped bit of cji, and s′

jt is the message check bit of in the stego-image block.

Encode 3.1
Input: K ∈ {0, 1}k,C = c11 . . . c1� ‖ c21 . . . c2� ‖ . . . ,

M = m1 ‖ m2 ‖ · · · ‖ mz, 0 ≤ |mj | ≤ 2r

for j = 1, 2, . . .
t = rand(K) mod �
s′

jt = cjt = 1; tag = 0
temp = cj1 . . . cji . . . cj�

for i ← 1 to � do
if Ek(temp) (mod 2r)= mj

sj1 . . . sji . . . sj� = temp
tag = 1

break
else

temp = cj1 . . . cji . . . cj�

temp = cj1 . . . cj(i−1)c
′
ji . . . cj�

if tag = 0
s′

jt = 0
Output: S = s11 . . . s1� ‖ s21 . . . s2� ‖ . . .

Decode 3.2
Input: K ∈ {0, 1}k,

S = s11 . . . s1� ‖ s21 . . . s2� ‖ . . .
for j = 1, 2, . . .

t = rand(K) mod �
if s′

jt = 1
Ek(sj1 . . . sji . . . sj�) (mod 2r)= mj

Output: M = m1 ‖ m2 ‖ · · · ‖ mz

3 Experimental Result

We used AES[6] as a block cipher and implemented at a bmp file format image
as a cover object. We set the 128 bits input block which consists of n = 64 bits
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Fig. 2. Nothing is embedded(L) and the visual test(R)

Fig. 3. stego-image embedded 65KB message(L) and the visual test(R)

cover images and n = 64 bits padding, then fix a secret message block size m =
8 bits. We randomly select one bit as a message check bit out of 24 changeable
bits that are located from the LSB to the 3rd LSB of the subblock(pixel value=8
bits) and use 1bit for the message check bit, 3 bits for message embedding out
of the rest 23 changeable bits. To avoid being concentrated the changed bits(or
flipped bits) on a special bit-plain, we flipped the changeable bits from having
minimum hamming distance and controlled not to exceed at most two changed
bits in the same bit plain. Then every input block can be changed to become
the 648 ways of a different input block; classified as the cases none of bits are
changed, only one bit is changed, two bits are changed, three bits are changed,
respectively.
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Fig. 4. stego-image embedded 65KB message(L) and the χ2–statistical test(R)

Assume that for given inputs, the output value of AES operation is ran-
dom, then the probability of a collision this output with an embedding message
block in one AES operation is (1

2 )8. The total probability of successful colli-
sion after 648 AES iterations becomes 1 − (1 − ( 1

2 )8)648 � 0.920834. For the
test of the scheme, we collected the various kind(natural images, true color car-
toon images and fractal images etc) of images which are acquired from a digital
camera, scanner and internet. All of them are fitted to size as 512 × 379 × 24
bits ∼= 570kbytes. We selected the 160 sample images whose detection proba-
bilities are all zero by the χ2–statistical test and the RS steganalysis. Then we
embedded 30kbytes and 65kbytes of ciphertext into the selected images respec-
tively using the proposed algorithm. Table.1 shows the result of the 160 sample

Table 1. Results of 160 sample images

30kbytes 65kbytes
χ2–statistical test 0/160 0/160
Extended χ2–test 15/160 30/160
RS steganalysis 9/160 15/160

images for the χ2–statistical test, the extended χ2–statistical test and the RS
steganalysis respectively whose detecting threshold is set to 5%. As the result
shows, the χ2–statistical test can not detect at all regardless of the embedded
message size and the RS steganalysis can hardly estimate the approximation of
the embedded message size. This fact shows that the proposed scheme has the
spread embedding property cause of a block cipher computation. Fig.2,3 show
the visual tests of a pure cover image and a stego-image embedded 65KB secret
message by the proposed scheme. With a only filtered images, we cannot tell
the difference between a cover and a stego-image. Table.2 shows the objective
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Table 2. SNR of the tested image

SNR(dB)
Lena.bmp(Fig.4) 46.751
JJH1.bmp(Fig.3) 47.108

distortion metric, SNR(signal to noise ratio) of the tested images. The proposed
scheme is a kind of the coding scheme which minimizes changed bits for message
embedding without sharing the secret code–book. Naturally, the changed bits
with the proposed scheme is decreased about 40% comparing with the simple
LSB substitution method. Table.3 shows the total numbers of flipped bits after
embedding by the proposed scheme and the LSB substitution respectively. The
numbers in the round bracket denote the embedding efficiency. The embedding
efficiency rate(EER) is defined by Eq. (1)–where TML denotes the total em-
bedded message length and CML denotes the actually changed message length.

EER =
TML

CML
(1)

Table 3. numbers of the flipped bits for 65KB embedding

the proposed scheme the LSB substitution
Lena.bmp(Fig.4) 171910 (3.02) 275421 (1.89)
JJH1.bmp(Fig.3) 165512 (3.14) 288457 (1.80)

4 Conclusion

In this paper, we proposed a secure steganographic scheme which minimizes the
changes of a cover object but has a sufficient embedding capacity by using a
block cipher. The spread bit-plain embedding property of the proposed scheme
makes hard to estimate the approximation of the embedded message size by the
RS steganalysis. Because the proposed scheme needs not any other cryptographic
subroutine to encrypt an embedding message, the changed bits of a cover object
are independent on the randomness of the ciphertext. Therefore the proposed
scheme can not detected by the steganalytic methods which are based on the
randomness of an embedding message.
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2 CNRS LIFL, Université des Sciences et Technologies de Lille
Caroline.Fontaine@lifl.fr �

Abstract. Most of watermarking techniques are based on Wide Spread
Spectrum (WSS). Security of such schemes is studied here in adopting
a cryptanalysis point of view. The security is proportional to the diffi-
culty the opponent has to recover the secret parameters, which are, in
WSS watermarking scheme, the private carriers. Both theoretical and
practical points of view are investigated when several pieces of content
are watermarked with the same secret key. The opponent’s difficulty is
measured by the amount of data necessary to estimate accurately the pri-
vate carriers, and also by the complexity of the estimation algorithms.
Actually, Blind Source Separation algorithms really help the opponent
exploiting the information leakage to disclose the secret carriers. The ar-
ticle ends with experiments comparing blind attacks to these new hacks.
The main goal of the article is to warn watermarkers that embedding
hidden messages with the same secret key might is a dangerous security
flaws.

1 Introduction, Context and Notation

A lot of digital watermarking techniques have been designed those last years.
They mainly aim at embedding an invisible watermark into the document in a
robust manner. Several kinds of schemes have been proposed, but this article
only deals with blind robust watermarking. The reliability is usually evaluated
through benchmark tests aiming at removing the watermark [1].

Benchmarking is not really a security evaluation, but mainly a robustness
evaluation. In [2], Kalker defines robust watermarking as a communication chan-
nel multiplexed into original content in a non-perceptible way, and whose “capac-
ity [...] degrades as a smooth function of the degradation of the marked content”,
and security as “the inability by unauthorized users to access the communication
channel” established by a robust watermark. Accessing the communication chan-
nel means to remove, read, or write the hidden message. Hence, security deals

� This work is supported by the french ACI Fabriano and the european Network of
Excellence ECRYPT.

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 171–183, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



172 F. Cayre, C. Fontaine, and T. Furon

with intentional attacks, excluding those already encompassed in the robustness
category since the watermark is assumed to be robust.

This paper adopts a cryptanalytic approach, in the sense that the attacker
first recovers the secret that has been used for the generation of the watermark.
This approach is certainly not the only one but secret disclosure is a very power-
ful hack: it gives the access of the communication channel at the lowest distortion
price to hack content. The key idea of this security analysis is that information
about the secret key might leak from the observations. Hence, the a posteriori
ignorance of the opponent decreases as he makes more and more observations. As
suggested by Diffie and Hellman [3], different contexts of attack are investigated
according to the type of observations available to the opponent.

1. In Known Original Attack – KOA – the opponent observes No pairs of (wa-
termarked / original contents).

2. In Known Message Attack – KMA – the opponent has access to No (water-
marked contents / hidden messages) pairs.

3. In Watermark Only Attack – WOA – the opponent has only access to No

watermarked contents.

As Shannon did [4], it is worth distinguishing what can be stated as a the-
oretical fact, and the practical tools making the attack really work. Hence, for
each of the above-mentioned contexts of attack, the security analysis aims at
evaluating two criteria: the security level, that is, the theoretical number of ob-
servations needed to disclose the secret key, and the work, that is, the complexity
of the algorithm extracting information about the secret key from observations.

Such a security analysis can only be assessed for a given watermarking algo-
rithm. Here, we decided to focus on spread spectrum based techniques, which are
widely used for still images watermarking. Theoretical studies [5] and practical
implementations [6] focus on the optimization of operational capacity-robustness
functions for a given embedding distortion.

The novelty of this paper resides in the practical implementation of the new
watermarking security paradigm whose theoretical background is exposed in [7].
The algorithms we found to hack wide spread spectrum (WSS) techniques come
from the Blind Source Separation (BSS), community like Principal Component
Analysis (PCA) and Independent Component Analysis (ICA). This use of PCA
and ICA in watermarking security analysis is new, as the only other papers
mentioning PCA/ICA in the watermarking community have different purposes.
González-Serrano et al [8] and Bounkong et al [9] used ICA to design a wa-
termarking embedder. Du et al [10] presented a technique for estimating the
watermark by observing only one image. Their purpose is the simple erasure of
the whole watermark signal and not the disclosure of the secret parameters. Our
approach allows a complete access to the watermarking communication channel
to remove, read or write hidden data1.

1 We have discovered after submission a similar approach uniquely devoted to water-
mark removal and only based on PCA in [11].
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The paper is organized as follows. Section 2 summarizes the theoretical dis-
cussions about the measurement of the secret information leakages from the
observations and the security level. Section 3 focuses on the work as the com-
plexity of the tools. In particular, extremely high complexity renders the attacks
hardly possible. We discuss some possible strategies to decrease the work to
an acceptable amount. In both sections, the three contexts (KOA, KMA, WOA)
are investigated. Section 4 finally presents some practical results on watermarked
images, where adaptation of the tools to real signals was necessary.

2 Theoretical Results

We present a model for WSS watermarking and the methodology applied in the
rest of this section. Details in proofs are omitted but can be found in [7].

2.1 Watermarking Model

Let us denote by x a vector of Nv samples extracted from original content. The
embedding is the addition of the watermark signal, giving y = x + w. The
watermark signal w is the modulation of Nc private carriers ui:

w =
γ√
Nc

Nc∑
k=1

a(k)uk, (1)

where γ > 0 is a small gain fixing the embedding strength and ‖uk‖ = 1, 1 ≤
k ≤ Nc. An inverse extraction function puts back the watermarked vector y into
the media to produce the watermarked piece of content.

The symbols ak represent the message to be hidden/transmitted through
content. In the case of a BPSK [12], symbols a(i) take one of the following values
{−1,+1}. Note that this model also covers some side-informed watermarking
techniques called spread transform [13, 14], where a(k) are real values uniformly
distributed in [−Δ/2,Δ/2]. In all cases, the WSS aims at increasing the signal
to noise ratio by projecting signals on a smaller subspace of dimension Nc. This
implies that Nv > Nc. Moreover, to cancel inter-symbol interferences at the
decoding side, the carriers are two-by-two orthogonal. For security reason, they
are private and issued by a pseudo-random generator fed by the secret key.

In the sequel, the security analysis considers several watermarked vectors
yj (1 ≤ j ≤ No), with different embedded symbols aj = (aj(1) . . . aj(Nc))T

being linearly mixed by the Nv × Nc matrix U = (u1 . . . uNc
). Index i denotes

the ith samples of a given signal, whereas j indices the different signals. Thus,
there are No watermarked vectors or, equivalently, with the Nv × No matrix
Y = (y1 . . . yNo

), and the Nc × No matrix A = (a1 . . . aNo
):

yj = xj +
γ√
Nc

Uaj is equivalent to Y = X +
γ√
Nc

UA . (2)



174 F. Cayre, C. Fontaine, and T. Furon

2.2 Methodology

Some preliminary works have already adapted the classical guidelines of crypt-
analysis to watermarking [15, 16]. Their first assumption is given by the Ker-
ckhoffs’ principle [17] stating that the encryption/watermarking algorithm is
public, but parametrized by a secret key. In watermarking, it means that the
attacker knows the extraction and inverse extraction functions. Thus, if he has
access to a watermarked piece of content, he can observe its extracted vector yj .

Now, as Shannon did in [4], we consider that several pieces of content have
been watermarked with the same key K. The opponent’s goal is to disclose K
by observing these pieces of content (i.e. their extracted vectors {yj}). Shan-
non named the equivocation e(No) the entropy of K knowing No observations.
It measures the ignorance of the attacker after having observed No pieces of
content, as the following equation holds:

e(No) = H(K) − I(K;Y), (3)

where H(K) is the entropy of K (i.e. the ignorance of the attacker before ob-
serving any content) and I(K;Y) is the mutual information (i.e., a measure of
the information about K that leaks from signal set {yj}No

j=1). A physical inter-
pretation readily comes: when e(No

�) = 0, the attacker has enough observations
to disclose the secret key. The security level of the system is of No

� observations.

Does Information Leak? However, the knowledge of the carriers is sufficient
to hack a WSS watermarking scheme: these private parameters allow the de-
coding, the embedding and the removal of the watermark. It is not necessary
to disclose the secret key K that fed the pseudo-random generator issuing the
carriers [2]. The real issue then concerns the information leakage about w from
watermarked signal y. For instance, suppose that host signal X ∼ N (0,RX)
and w is picked up randomly among sequences distributed as N (0,RW ). Then,
pY = N (0,RX + RW ) and pY |W=w = N (w,RX). This gives:

I(W ;Y ) =
1
2

log
det RX + RW

det RX
≥ 0 . (4)

This equation is extremely important as it shows that there is a leak of
information about W from Y .

Information Measurement Yet, Shannon’s definition of equivocation based
on conditional entropy, is inappropriate in the watermarking field. As we now
deal with continuous random vectors, H(W ) and H(W |{yi}No

i=1) do not mea-
sure a quantity of information. The physical interpretation of (3) does not hold
anymore. This is the reason why we change the information measurement tools.

In statistics, Fisher was the first to introduce the measure of the amount
of information supplied by the observations about unknown parameters. In our
case, FIM (Fisher Information Matrix) is defined as:

FIM(θ) = EψψT with ψ = ∇θ log pX (Y − W(θ)). (5)
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θ denotes the unknown parameter vector. In the KMA case, θ = (uT
1 . . . uT

Nc
)T ,

whereas, in the WOA context, θ = (uT
1 . . . uT

Nc
aT

1 . . . aT
No

)T .
The Cramér-Rao theorem gives a lower bound of the covariance matrix of an

unbiased estimator whenever the FIM is inversible:

Rθ̂ ≥ FIM(θ)−1, (6)

where B ≥ C means that B − C is definite non-negative. Equation (6) provides
a physical interpretation: the bigger the information leakage, the more accurate
the estimation of the secret parameters. In the sequel, we will see that the trace
of FIM(θ)−1 is proportional to No

−1 if the No observations are statistically
independent. We define the security level No

� by the slope of the line such
that tr(FIM(θ)−1) = No

�/No. The accuracy of the estimation of θ increases
significantly when the number of observations increases of No

�.

2.3 Security Levels

We apply in this section the methodology to the three contexts of attack.

Known Original Attack (KOA) The reader might be surprised that this con-
text deserves any attention. Seemingly, there is no need to attack watermarked
content when one has the original version. The pirate does not hack these con-
tents, but his goal is to gain information about the secret key, in order, later on,
to hack different pieces of content watermarked with the same key.

Only One Carrier: In this case, the opponent has access to x and y = x +
γa(1)u1. The game is over with just one observation as a good estimation of the
secret carrier is û1 = (y − x)/‖y − x‖. However, note that it is impossible to
disclose u1 up to a sign, as the estimation depends on the sign of a(1).

Several Carriers: In this case, the situation is more complicated because the
knowledge of w does not directly give the opponent the carriers. Indeed, he
observes several instances of dj = yj − xj = γ

∑Nc

k=1 aj(k)uk/
√

Nc. And he
is interested in guessing the Nc secret carriers uk. However, note that it is
impossible to disclose them up to a sign and a permutation of the order.

Theorem 1. The security level of WSS watermarking schemes against the
Known Original Attack is in the order of Nc pairs {(xj ,yj)}. However, this
attack reveals the secret carriers up to sign and permutation.

If the goal of the pirate is to remove the watermark signal, then, he has to
render whatever watermarked vector y orthogonal to all estimated {ûk}. If his
goal is to decode or encode without authorization, he has not enough informa-
tion. The ambiguity about the sign and order prevents him to decode the hidden
symbols. Yet, he notes whether hidden symbols change from a watermarked con-
tent to another. Moreover, the accidental knowledge of hidden symbols in few
watermarked pieces of content may fix this ambiguity.
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Known Message Attack (KMA) In this subsection, the opponent has ac-
cess to (watermarked signals/hidden messages) pairs: {yj ,aj}No

j=1. For simplicity
reason, we assume that each occurrence of random vector X is independently
drawn from N (0,σ2

XINv
). The following theoretical derivations can be easily

adapted to colored original signals.
The Fisher Information Matrix is, here, equal to

FIM =
γ2

Ncσ2
x

AAT ⊗ INv

No→+∞−→ No
γ2σ2

a

Ncσ2
x

INvNc
, (7)

where ⊗ denotes the Kronecker product and IN the identity matrix of size N .
The information leakage is linear with the number of observations, and the slope
is given by the watermark to original power ratio per carrier γ2σ2

a/Ncσ
2
x.

Theorem 2. The security level of WSS watermarking schemes against the
Known Message Attack is No

� = Ncσ
2
x/γ2σ2

a of {(yj ,aj)}j pairs.

Watermarked Only Attack (WOA) In this subsection, messages are un-
known so that they must be regarded as nuisance parameters. It is well-known
that these nuisance parameters usually render estimation less accurate. More-
over, constraints must be added to the estimation problem to remove uniden-
tifiability and singularity of the Fisher Information Matrix. The main rationale
of this presentation was used in [18] to give an alternative expression for the
bound in the case where the unconstrained problem is unidentifiable. We add
Nc(Nc − 1)/2 constraints: the estimated carriers must be orthonormal.

The Fisher Information Matrix is then equal to

FIM =
Noσ

2
aγ2

Ncσ2
x

(U⊥U⊥T )−1 , (8)

where U⊥ is a basis of the complementary space of Span(U). The information
leakage is linear with the number of observations, and the slope is given by the
watermark to original power ratio per carrier γ2σ2

a/Ncσ
2
x.

Theorem 3. The security level of WSS watermarking schemes against the Wa-
termarked Only Attack is in No

� = Ncσ
2
x/γ2σ2

a watermarked vectors {yj}. How-
ever, the secret carriers are revealed up to sign and permutation.

3 Practical Tools

The main tools come from Blind Source Separation like Principal Component
Analysis and Independent Component Analysis. Their principles will be recalled
when needed, through the analysis of the three cases KOA, KMA and WOA.

3.1 Known Original Attack (KOA)

Actually, this case is related to the well known problem of signal processing called
Blind Source Separation (BSS) with no noise. A lot of papers have already been
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written on BSS, and we will just recall here its goals and well-known algorithms.
The main idea of BSS is that several source signals are linearly mixed, and that
only the mixed signals are available. The goals are the reconstruction of the
source signals and the identification of the mixing matrix.

For each observation j, the source signal aj is linearly mixed by matrix U :

dj =
γ√
Nc

Uaj . (9)

This system is not unique as for whatever Nc × Nc invertible matrix P, we
have dj = γŨ ãj/

√
Nc with Ũ = UP and ãj = P−1aj . However, the mixing

matrix is composed of orthonormal vectors: UT U = INc
. Thus, the system is

now be determined, up to a unitary matrix P (i.e. a rotation).
To show how the accumulation of observations reveals the carriers, denote

D = (d1 . . . dNo
). A Gram-Schmidt orthogonalization of vectors {dj}No

j=1 yields
ρ orthonormal vectors lying in Span(U) (this can also be done through a SVD of
DDT , as PCA does - see Sect. 3.3), with ρ

Δ= Rank (A). Hence, the decomposition
outputs a basis of Span(U) if the opponent has observed Nc pairs with linearly
independent symbols {aj}Nc

j=1.
Once a basis of Span(U) found, the opponent can focus the attack’s noise in

this subspace to far more efficiently jam the communication, or to nullify the
watermarked signals projection in this subspace to remove the watermark. Yet,
the vectors of this basis are not necessarily collinear with the private carriers.
This is due to the rotation matrix P ambiguity mentioned above. The opponent
cannot decode as projection of watermarked signals onto his basis gives a mixture
of the hidden symbols as illustrated in Fig. 1. The same reason prevents him
transmitting information in the hidden channel.

Nevertheless, under the assumption that the symbol vectors are statistically
independent, the opponent can resort to a more powerful tool: the Independent
Component Analysis (ICA). It is an extension of PCA that ‘rotates’ the basis
until the estimated symbols are independent. This happens when the estimated
carriers are collinear with the secret carriers, as illustrated in Fig. 1. For the
opponent, ICA reduces the ambiguity from the set of rotation matrices P to the
one of permutations with possible changes of sign matrices. In practice, an ICA

�
�

���

�
�

���

�

�

û2û1

u1

u2

(PCA)

�

�

�

�

u1

u2

û2

û1

(ICA)

Fig. 1. PCA v.s. ICA. PCA finds the secret carriers up to a rotation, whereas ICA
succeeds to align the estimated carriers {ûk}N̂c

k=1 with {ul}Nc
k=1 (Here, Nc = N̂c = 2).

An ambiguity remains about their order (permutation) and their orientation (sign)
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algorithm needs No > Nc observations to converge. A good tutorial on ICA is
[19], and a welcome reference on the links between BSS and ICA is [20].

3.2 Known Message Attack (KMA)

The Maximum Likelihood Estimator (MLE) has been chosen because it con-
verges to the Cramér-Rao bound. The log-likelihood is the logarithm of the
probability of observing the data {yj}No

1 knowing the model:

log L(Y) = cst − 1
2σ2

x

No∑
j=1

‖yj − γ√
Nc

Uaj)‖2 . (10)

The MLE can be defined by ∂ log L
∂uj

= 0 for all j ∈ {1, . . . , Nc} giving Û =
γ−1YA(AAT )−1. The complexity of this estimator is quite small. Assuming that
Nc � No < Nv, a rough approximation gives an order of O(NvNo

2Nc) for the
matrix multiplications, plus O(Nc

3) for the inversion of AAT .

3.3 Watermark Only Attack (WOA)

This case is similar to BSS with noise which is really harder than the previous
ones. The covariance matrix of the observed signals is the following:

Ry = Rx +
γ2

Nc
UE{AAT }UT = σ2

XINv
+

σ2
aγ2

Nc
UUT . (11)

The PCA algorithm first estimates Ry by YYT , and performs its SVD decom-
position. A (noisy) estimation of a basis of Span(U) is given by the eigenvectors
of Ry related to the Nc biggest eigenvalues. Then, ICA rotates this basis until
the decoded symbols look-like statistically independent.

From a complexity point of view, the bottleneck is the SVD of the covariance
matrix whose size is Nv × Nv. In practical cases, schemes spread the watermark
on very long extracted signals. This prevents the feasibility of the attack, as is.

A first idea, to make the attack work, is to split the extracted vectors in
order to process smaller vectors of size Nv

′ = Nv/p. Yet, the problem then is
to put them back together because the ambiguity about the sign and the order
completely messes the pieces. The idea shall be given up.

We design an hybrid strategy, mixing this idea of splitting with the MLE
algorithm used in the KMA case. The principle of the attack is resumed in
Fig. 2. When the ICA algorithm process one block, it outputs Nc estimated
carrier blocks and the estimated symbols. Taking Nv

′ as the biggest size the ICA
algorithm can manage (this depends on the available computing power), one has
a chance to receive reliable hidden symbols. The pirate can now switch to the
KMA context to estimate the whole carriers at a low complexity. Thanks to the
Kerkhoff’s principle, the decoding process is public. The pirate estimates again
the symbols with the estimated carriers. It is likely that this produces a better
result than the ICA on small vectors. The iteration of the two last operations is
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estimated carriers

	
� � MLE

decoding�

�

�

�

initialization iterative process

watermarked
signals

estimated carriers
and messages

better estimation of the messages

splitting + ICA

Fig. 2. Final attack for the WOA case

indeed the transcription to our case of the Expectation Maximization algorithm
invented by Dempster et al [21]. Let us summarize the algorithm:

– Initialization: ICA algorithm. Split the extracted vectors by chunks of
size Nv

′, so that the ICA algorithm works on pieces. It estimates not only
pieces of carriers but also hidden symbols Â(0).

– Iteration: EM algorithm.
• Maximization step. From the estimated symbols Â(k), the MLE algo-

rithm estimates the carriers: Û(k) = MLE(Y, Â(k)).
• Expectation step. The decoding algorithm gives a new estimation of the

hidden symbols: Â(k + 1) = Decoder(Y, Û(k)).

4 Experimental Works

This section shows experiments about the estimation of the secret carriers with
KMA and WOA, and the exploitation of this knowledge to forge pirated images.

4.1 Robust Watermarking

We have chosen a robust watermarking technique [12] embedding Nc = 8 bits in
still images of size 512 × 512. It spreads the watermark signal on Nv = 205008
coefficients in the wavelet domain. Wavelet coefficients are modeled as indepen-
dent random variables having their own distribution N (0,σ2

Xi
). The watermark

amplitude factor is proportional to this variance: γj(i) = GjσXi,j
. Gj is set for

each image in order to fulfill a distortion constraint expressed by PSNR in dB
(set to 38 dB in the experiments).

4.2 Adaptation to Real Images

We need to adapt the estimators that are based on the too simple model of
Sect. 2.1. Note that normalized coefficient y′

j(i) = yj(i)/σXi,j
is distributed as
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Fig. 3. Mean normalized correlation η between the estimated carriers and the secret
ones as the number of observations increases. With circles, correlations with Û(0), Û(1),
and Û(2) (see EM algorithm in Sect. 3.3). The WOA EM-algorithm is initialized with
the FastICA algorithm [22] on Nv

′ = 2048

N (Gjwj(i), 1). The rewriting of the likelihood of Y ′ shows that yj must be
weighted by Gj/1 + G2

j . The opponent does not know Gj , but he estimates it
with the variances σ̂Xi,j

. Algorithms are run with these weighted vectors.

4.3 Secret Carriers Estimation

We think that it is more natural for watermarkers to measure the efficiency of
the attack by a normalized correlation of estimations with the secret carriers,
rather than by a mean square error power (as the Cramér-Rao theorem would
recommend). Hence, the criteria is defined as η = tr (UT Û)/Nc. For this purpose,
the estimated carriers are normalized. Moreover, the sign and order ambiguity
is automatically removed before measuring the efficiency (we know the secret
carriers during the simulations but, of course, a pirate can not do this in real
life). Fig. 3 shows the experimental results.

4.4 Hacking Content

Fifty other 512 × 512 images were watermarked. Two opponents try to pirate
them. They succeed if the decoded message is not equal to the hidden one (even
if just one bit is different). Pirate A uses a blind attack (i.e. pertaining to ro-
bustness). He scales the size of the images by 1/4, compresses with JPEG at
quality factor Q, and he scales them back to the original size. Pirate B uses the
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following hack (i.e. pertaining to security). He has estimated the private carriers
(KMA or WOA contexts). For each image, he estimates the hidden message and
he tries to flip one bit. The first step is to find the carrier leading to the lowest
correlation in absolute value:

k� = arg
1≤k≤Nc

min |ûT
k y| . (12)

This maximizes the chance of flipping the corresponding bit at the lowest dis-
tortion. The second step is the alteration of the corresponding bit. The attacked
vector z is formed as follows:

z(i) = y(i) − Ghack.σXi
.sign(ûT

k�y).ûk�(i) ∀i ∈ {1 . . . Nv} , (13)

and the inversion extraction function concludes the hack.
Three contexts have been tested: KMA with No = 100 image/message pairs

(η ∼ 0.3), WOA with No = 1000 images (η ∼ 0.5), and KMA with No = 4500 im-
age/message pairs (η ∼ 0.9). To compare the two strategies, we measure the prob-
ability of success (i.e. the Message Error Rate - MER) against the attack distortion
between original and pirated content. For this purpose, pirate A decreases quality
factorQof theJPEGcompressionandpirateBincreases parameterGhack. Figure 4
clearly shows the power of smart attacks. They need a far smaller distortion budget
than the blind attack (a difference of 15 dB!). In our experiment, pirate A’s images
are so damaged that any exploitation is impossible, as illustrated by Fig. 5. Indeed,
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(a) Pirate A. Best quality for a
successful attack: PSNR=21.8 dB.

(b) Pirate B. Best quality for a
successful hack: PSNR=35.8 dB.

Fig. 5. Comparison between the two pirated Lena images

we selected in purpose such a robust technique to better illustrate the danger of in-
formation leakages. Moreover, the slope of the MER/distortion characteristics of
smart attacks is very high. It means that pirate B can really trust in his attack,
whereas pirate A is never sure he succeeded until the decoding process happens.

5 Conclusion

This article is an illustration of the recent theory about watermark security.
Practical tools from the BSS community help us creating estimators for the
KOA, KMA and WOA contexts. However, a double adaptation was necessary.
First, real images require a more complex statistical model than the one used
in BSS and in the theoretical study of the security levels. Secondly, an ICA
algorithm cannot be used as is because it is too complex for such long signals.
This is the reason why we develop an EM-like algorithm. However, ICA, working
on small pieces of extracted vectors, is necessary to initialize the process. Figure 4
is key fact of the paper. It shows that a robust WSS watermarking technique
might be secure iff the embedder changes the secret key for each image. As soon
as one secret key is used to watermark several images, there exist information
leakages imperilling the security of the watermarking primitive.
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Abstract. Recently, two generic watermarking protocols were proposed,
based on a popular zero-knowledge identification protocol. In this paper,
we show that both protocols are flawed and therefore fail to achieve their
purpose of allowing a prover to prove to a verifier of his ownership of a
watermarked image. We also give some suggestions to fix these flaws.

Keyword: Watermark detection protocol, generic, zero knowledge proof,
identification, flaws.

1 Introduction

Most information, documents and contents these days are stored and processed
within a computer in digital form. However, since the duplication of digital
content results in perfectly identical copies, the copyright protection issue is a
main problem that needs to be addressed. Digital watermarking [14, 6, 17, 19, 3]
is a technique used to solve this problem by imperceptibly embedding an owner-
specific watermark, which upon extraction enables provable ownership.

Recently, two very similar watermarking protocols were proposed [15, 16],
the latest being presented at the IWDW 2003 [16]. Their aim was to develop
a generic watermark detection protocol that is independent of the underlying
watermark embedding and detection scheme.

Nevertheless, in this paper, we present several flaws in these two protocols
that undermine their security and hence show they do not guarantee that the
content owner’s copyright is protected.

In section 2, we briefly review the variant of the zero-knowledge identification
protocols used by the two generic watermarking protocols proposed in [15, 16].
We then review these two protocols in Section 3. In Section 4, we present the
flaws in the two protocols and further suggest how to fix them. We conclude in
Section 5.
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2 The Feige-Fiat-Shamir Zero Knowledge Identification
Protocol

The best-known identification protocol based on zero-knowledge proofs was due
to Feige, Fiat and Shamir [4, 5]. Zero-knowledge proofs allow a prover, P to prove
to a verifier, V that he knows a secret, without letting V know what that secret
is. The reader is referred to [11] for a more candid description of this interesting
concept.

There are several versions of the Feige-Fiat-Shamir zero-knowledge identi-
fication protocol. Here, we shall describe the version used by Then and Wang
[15, 16] in their generic watermark detection protocols. We refer the reader to
[4, 5] for detailed descriptions of all Feige-Fiat-Shamir versions.

Initialization Phase

1. A trusted third party, T chooses a large modulus, n as the product of two
secret primes, p and q, and a pseudorandom function, f(.). Then, n and f
are made public.

2. T further chooses k distinct numbers, vi for i = 1 . . . k such that x2 = vi

mod n has a solution and v−1 mod n exists. This string, (v1, v2, . . . , vk) is
the public key of P .

3. T then calculates the smallest si such that si =
√

v−1
i mod n. This string,

(s1, s2, . . . , sk) is the private key of P .

Identification Phase

1. P picks a random number, r < n and computes x = r2 mod n and sends x
to V .

2. V sends P a random binary string of k bits: b1, . . . , bk.
3. P computes y = r × sb1

1 × sb2
2 × · · · × sbk

k mod n, and sends y to V .
4. V verifies that x = y2 × vb1

1 × vb2
2 × · · · × vbk

k mod n.

P and V repeat this several times until V is convinced that P knows
(s1, s2, . . . sk). Since only P is supposed to know these values, then V assumes
that it is really P .

3 Two Generic Watermarking Protocols

In this section, we briefly review the two recently proposed generic watermarking
protocols [15, 16], which are very similar to each other, except that one [15]
requires a trusted third party while the other [16] does not. Both consist of two
phases, namely the initialization phase in which they differ, and the watermark
detection phase in which they are identical. Note that though not explicitly stated
in [15, 16], the initialization phase actually includes the watermark embedding
process.
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3.1 Generic Protocol with Trusted Third Party

We first describe the generic protocol with trusted third party presented in [15],
as follows:

Initialization Phase

1. A trusted third party, T chooses a large modulus, n as the product of two
secret primes, p and q, and a pseudorandom function, f(.). Then, n and f
are made public.

2. T further computes several values of vi = f(com(WM)A(Iw,par), i) for small
values of i where WM is the watermark, com(WM) is the commitment on
WM , A(.) is the watermark detection scheme, Iw is the watermarked image
and par represents the parameters for A(.).

3. T then chooses k distinct values of vi such that vi is a modulus of n,

and calculates the smallest si such that si =
√

v−1
i mod n. The strings

(v1, v2, . . . , vk) and (s1, s2, . . . , sk) are respectively the public and private
keys of P . The values of (s1, s2, . . . , sk) are published to P .

Watermark Detection Phase

1. P sends com(WM) and A(Iw, par) to V .
2. V generates vi = f(com(WM)A(Iw,par), i) for i = 1 . . . k.
3. P picks a random number, r < n and computes x = r2 mod n and sends x

to V .
4. V sends P a random binary string of k bits: b1, . . . , bk.
5. P computes y = r × sb1

1 × sb2
2 × · · · × sbk

k mod n, and sends y to V .
6. V verifies that x = y2 × vb1

1 × vb2
2 × · · · × vbk

k mod n.

Again, P and V repeat this several times until V is convinced that P knows
(s1, s2, . . . sk). Since only P is supposed to know these values, then V assumes
that it is really P .

3.2 Generic Protocol Without Trusted Third Party

We next describe the generic protocol without any trusted third party presented
in [16]. Since only the initialization phase is different from that in Section 3.1,
while the watermark detection phase is identical, it suffices only to describe the
initialization phase, as follows:

Initialization Phase

1. The prover, P chooses a large modulus, n as the product of two secret
primes, p and q, and a pseudorandom function, f(.). Then, n and f values
are published to V .

2. P further computes several values of vi = f(com(WM)A(Iw,par), i) for small
values of i where com(WM), A(.), Iw and par are as in Section 3.1.
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3. P then chooses k distinct values of vi such that vi is a modulus of n, and

calculates the smallest si such that si =
√

v−1
i . The strings, (v1, v2, . . . , vk)

and (s1, s2, . . . , sk) are respectively the public and private keys of P . Publish
(v1, v2, . . . , vk) to V .

3.3 Comparing Between the Two Protocols

We briefly compare in Table 1 between the two protocols proposed in [15, 16],
highlighting their differences.

Table 1. Comparison Between the Two Generic Protocols

[15] [16]

P registers its watermark, WM No trusted third party

with the trusted third party

The trusted third party binds the P himself binds the

watermark to the watermarked image watermark to the watermarked image

by computing vi as a function of bothby computing vi as a function of both

and binds this to P’s private key, siand binds this to his private key, si

si is computed by the trusted si is computed by

third party and sent to P P himself

n is chosen by the trusted n is chosen by P
third party so only it so it knows the factorization of n

knows the factorization of n

4 Flaws in the Protocols, and Some Fixes

In this section, we point out some serious flaws in the two generic watermarking
protocols in [15, 16], and then suggest how the flaws could be fixed.

4.1 Flaws in Both Protocols

We first give in this subsection some flaws in both protocols.

No Proof of Watermark Existence. Step 2 of the watermark detection phase
only proves to V that vi is a function of com(WM) and the watermarked im-
age, Iw, but this does not prove that P ’s watermark has really been embedded
into the image. Further, V does not compute any watermark detection proce-
dure, A(Iw, par), but is merely computing the f function by using the values
com(WM) and A(Iw, par) that it received from P in Step 1 of the watermark
detection phase. In fact, V would not be able to compute A(Iw, par) even if it
were asked to, since Iw is not sent to V , without which one would not be able
to compute A(.) at all.
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No Revelation of Commitment. Yet another flaw in the two generic pro-
tocols is that the commitment, com(WM), which is supposed to be P ’s com-
mitment that its watermark is really contained within it, is not even proven
to V that it really does contain WM . Therefore, V cannot be convinced that
com(WM) really contains P ’s watermark, WM .

Further, even if it can be proven that com(WM) really does contain WM , P
does not prove to V that this watermark is really the same as the one that has
been embedded in the watermarked image, Iw. In contrast, note that in their
usage of the commitment to prove content ownership, Adelsbach and Sadeghi
[1]’s protocol did consider how V can be convinced that the commitment contains
the same watermark that has been embedded into the image.

No Binding Between Knowledge and Ownership. Since the two generic
protocols are very similar to the Feige-Fiat-Shamir zero-knowledge identifica-
tion protocol, they inherit the same problem as the Feige-Fiat-Shamir [13]. The
problem is that in the Feige-Fiat-Shamir protocol, P does not really prove its
identity but is proving that it knows a piece of secret information. It is then
assumed that since P knows this secret, it must be P himself. One could abuse
this link between the knowledge of the secret and the real identity, especially
in the case when P willingly or intentionally discloses this secret to others such
that V thinks others are P . This is discussed in more detail in [13].

In the same way in the context of the two generic watermark detection pro-
tocols, the prover, P is not really proving that it owns the watermarked image,
but is instead proving that it knows some secret information, and by this knowl-
edge, it is assumed that P must be the owner of the image. Though it appears
that the attacks that abuse this assumption [13] do not apply to the watermark
detection context, they apply to the fingerprinting context used to trace illegal
copies of watermarked contents [18, 20, 9, 10, 8].

4.2 Further Flaws in the Protocol Proposed at IWDW ’03

We give further flaws in one of the two generic watermarking protocols, in partic-
ular the one that does not involve any trusted third party and that was proposed
at IWDW ’03 [16].

Keys Not Binding on the Prover. Note that all the vi for i = 1 . . . k are
provided by P himself, with no involvement nor certification from any trusted
third party. Further, the value of the modulus, n is also chosen by P . Obviously
it would then be very easy for P to prove to V that it knows the private values,
si corresponding to all the vi. In this case, the protocol fails to authenticate
the real identity or ownership of P since the values vi could well be chosen or
generated by anyone not necessarily P .

In contrast, all versions of the Feige-Fiat-Shamir protocol [4, 5] as well as
Adelsbach-Sadeghi [1] require a trusted third party, T to assure V that the se-
cret values si are really bound to the identity of P . Therefore, T ’s presence is
necessary and is the binding factor that guarantees to V regarding the authen-
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ticity of P ’s identity (or ownership in the case of watermarking protocols). More
discussion of this in our concluding remarks.

Contradictions. The description of the generic protocol in IWDW ’03 [16]
has some self-contradicting remarks. In Section 4 of the protocol description,
it is mentioned that P computes the modulus, n and chooses the function, f .
Nevertheless, in Section 5.3, it is mentioned that n and f must be computed by
V . This is a direct contradiction!

Further, the description in Section 5.3 is very misleading where it is mentioned
that P computes

√
(vi) with the help of V who knows this, and that P should

not know the factorization of n. Both P and V know vi, but only P can compute√
(vi) since only P knows the factorization of n.

4.3 Fixing the Flaws

We now give some suggestions to fix the flaws presented in the previous sub-
section. First, we remark that the flaws have to do with some erroneous or
contradictory steps, or necessary steps missing from the protocol specifications,
for example how it can be proven to V that the watermark in the commitment
is indeed the watermarked embedded in the image, etc. Therefore, some obvious
fixes can be identified by going through the previous subsections 4.1 and 4.2,
and including the missing steps or correcting the flawed steps in the protocols.
We leave this to the designers of [15, 16] and to the reader as a straightforward
exercise.

Second, we suggest that one should first try to directly turn existing wa-
termarking protocols (such as that presented in [1]) into generic ones, rather
than designing a generic one from scratch or converting protocols used for other
purposes such as the Feige-Fiat-Shamir protocol. Alternatively, if one really de-
sires to customize the Feige-Fiat-Shamir protocol for the watermarking context,
then at least develop a non-generic one first before converting that to a generic
version.

Our point is that though we do agree that generic watermarking protocols
are nice to have, the authors of [15, 16] in attempting to present a truly generic
protocol, have left some necessary steps missing and unanswered − as described
in Section 4.1 − resulting in incomplete protocols.

As an aside, to improve on the efficiency of the generic protocols, we suggest
that all flaws notwithstanding, vi should be computed as a simple hash of the
com(WM) and A(Iw, par) values since one really just wants vi to be an irre-
versible (one-way) function of these two values. This will eliminate the need to
compute any exponentiations which are slow and resource-intensive.

5 Concluding Remarks

We have compared between the two generic watermark detection protocols [15,
16] and highlighted serious flaws, especially for the version presented at IWDW
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’03 [16]. We also remark that the schemes in [15, 16] are merely straightforward
adaptations of the Feige-Fiat-Shamir zero-knowledge identification protocol by
having the prover’s public and private keys be functions of the watermark and
the watermarked image, and therefore do not contain much novelty.

Our work suggests that more caution should be exercised when proposing
generic protocols, and that though one desires to generalize as much as possible,
some steps are still necessary and should not be overlooked. We also hope that
our work would trigger off further analysis of the two generic protocols and that
the flaws be fixed immediately.

It also appears that the protocol version proposed in [15] that requires a
trusted third party, when compared to the version without any trusted third
party [16], is more secure against attacks and provides authentication since all
the important parameters of the protocols, such as n, com(WM) or A(Iw, par),
are chosen or computed by the trusted third party. In this case, V is at least
assured of the authenticity of these values. On this note, Then and Wang [16]
have misunderstood the basic principle of watermark-based proofs of ownership:
that a trusted third party (who is the registration center) must be involved in the
watermark embedding stage because otherwise any party could simply embed
their own watermarks into an image as they like and claim it to be theirs. To
suggest otherwise as was done in [16] is preposterous, and the scheme should
henceforth be withdrawn.

An interesting problem is how to adapt the Feige-Fiat-Shamir zero-knowledge
identification protocols to the context of fingerprinting, in which the watermark
of a content buyer is embedded into the content in order to trace illegal distri-
butions. As we discussed in Section 4.1, the problem inherited from the Feige-
Fiat-Shamir protocols would cause attacks if these protocols are adapted for
fingerprinting.
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Abstract. In this paper we cryptanalyze the wavelet based watermark-
ing scheme by Wang et al, 2002. By cryptanalysis we mean the removal
of the watermark using a single watermarked copy which is equivalent
to cipher text only jamming attack. The watermark embedding process
replaces a particular middle frequency band of the host image (in wavelet
domain) with the watermark. In the scheme, the key consists of three
secrets: (i) the watermark, (ii) the random filter bank used for wavelet
transform and (iii) the wavelet band where the watermark is inserted.
First we observe that the secret random filter bank does not provide
any security since it can be replaced by any filter bank from a large
class. Further, it is possible to discover the secret wavelet band used to
watermark the host image. Though in cryptography the random nature
of secret key provides the security, in contrary here we show that the
random nature of the watermark actually helps in identifying the secret
wavelet band and consequently one can remove the watermarking signal
from that band to mount the successful cryptanalytic attack.

Keywords: Correlation, Cryptanalysis, Digital Watermarking, Wavelet
Transform.

1 Introduction

Over the past years digital media have grown rapidly in terms of popularity.
However, with all the obvious advantages of digital media, it comes with some
disadvantages, especially in copyright protection. Digital media can be copied
with ease without any loss of fidelity as several copy control mechanisms have
failed miserably. Content providers wonder whether their contents might be pi-
rated more frequently than ever before. In this scenario, the subject of water-
marking has been developed to a large extent to protect the copyright of digital

� Some portion of this work has been done while the author was visiting the Institute
for Infocomm Research, Singapore during 2003–2004.
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media. The aim of digital watermarking is to embed visible or invisible marks
into the digital objects for copyright protection. Recently researchers have taken
active interest in the design of robust invisible watermarking schemes. Current
state of the art watermarking schemes are robust against standard signal pro-
cessing attacks. Unfortunately, few attempts have been made to analyze each
of the popular watermarking schemes and to study customized attacks in high-
lighting their weaknesses. It should be noted that this kind of analysis is needed
before any commercial use of these schemes. Otherwise, pirates may find it easy
to break the watermarking scheme, causing considerable financial loss to the
media owner. In this paper we concentrate on a specific watermarking scheme
described in [17] and present an attack that successfully removes the watermark
from the watermarked image.

Let us now briefly introduce some concepts about invisible watermarking
schemes for digital images. A digital image I can be seen as a two dimensional
matrix. In spatial domain, each cell of the matrix represents pixel value of a par-
ticular pixel. Several transform domain representations like Fast Fourier Trans-
form (FFT), Discrete Cosine Transform (DCT), Wavelet Transform, etc. are also
possible. If one alters the values in the image matrix by a small amount, visually
the image may still remain indistinguishable from the original image I. We define
the set of images which are indistinguishable from I as the neighbourhood of
image I. Let us denote this set by N(I). Usually digital watermarking schemes
add a signal s(i) to the original image I in such a manner that watermarked
image Iw = I + s(i) remains in N(I). This image is given to the ith buyer.

It is expected from any robust watermarking scheme that it will be able to
identify the malicious buyer properly and never wrongly implicate an honest
buyer. Consider that during the watermark extraction process, the image I#

(may be attacked) is at hand and let s# = I#−I. Correlation between embedded
signal s(i) and recovered signal s# is used as a measure of confidence, i.e., buyer
i is suspected if correlation between s# and s(i) is significant. Thus given a
watermarked image Iw, the challenge to the attacker is to construct an image
I# in such a manner that I# ∈ N(I) and s# is uncorrelated with s(i). Then it is
not possible to identify the malicious buyer i any more. A robust watermarking
scheme should defend such an attack, i.e., a scheme is considered to be secured
if an attacker, who has access to the algorithmic principle of the scheme but has
no access to the key, should not be able to tamper with the watermark. This
model is accepted in the literature as evident from [1, 8, 10].

Most of the recently proposed watermarking schemes survive image process-
ing based attacks [10, 15, 14]. On the other hand, majority of recent watermark-
ing schemes are vulnerable to collusion attack [7]. However, collusion attack re-
quires large number of copies, that may not be available in practice. On the other
hand, single copy attack, which is based on only a single watermarked copy, is a
very strong candidate in cryptanalysing many watermarking schemes [11, 9, 13].
Replacement attack presented in [11] utilizes presence of redundancy in multime-
dia content. Analyzing multimedia contents, it may be identified that there are
several segments which are almost exact replica of others. One can replace these
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segments by perceptually similar (but different) segments generated from any
combination of those replicas. Thus replacement attack is basically some kind
of collusion attack. Our attack is different as we never assume the availability
of such redundancy in the content. There is another class of attack [9, 13] which
considers a decoder is available in the public domain and the attacker can gain
knowledge about the watermark by using the decoder as an oracle. However,
we do not consider any such facility available in our model. For more details on
different single copy attacks one may refer to [3, 4, 5].

In this paper, we look into the watermarking scheme from the cryptographic
point of view and present an attack which is analogous to cipher text only jam-
ming attack. We mount a singe copy attack on a very recent wavelet based wa-
termarking scheme [17], that removes the watermark successfully. In Section 2,
we describe the scheme proposed in [17] and the attack is described in Sec-
tion 3.

2 The Wavelet Based Watermarking Scheme

Before presenting the exact scheme, let us first provide a brief introduction on
Wavelet transform. Wavelet transform cuts up data or functions into different
frequency components to study each component with resolution matched to its
scale. Given a signal f(t), one may be interested in its frequency component
locally in time. The standard Fourier transform provides the frequency com-
ponent of f , but information about time-localization can not be read easily
from Fourier transform. Time-localization can be achieved in windowed Fourier
transform, where one cuts only a localized slice of f and takes its Fourier trans-
form. Wavelet transform is able to provide time-frequency description better
than windowed Fourier transform. Detailed study on Discrete wavelet transform
is available in [6].

Most simple wavelet transform uses Haar basis [16]. We first explain, us-
ing an example, how an one dimensional image can be decomposed using Haar
wavelet basis. Consider the following one dimensional signal I = [11, 5, 7, 15]
consisting of four samples. Haar wavelet transform first takes the pairwise av-
erages and then calculates the half of the subtracted values. So, after first level
of wavelet transform the coefficients look like IL=1

wav = [11+5
2 , 7+15

2 , 11−5
2 , 7−15

2 ] =
[8, 11, 3,−4]. First two coefficients are averages and known as low frequency
components. Last two coefficients (half of the subtracted values) are known as
detail or high frequency coefficients. In the next level of wavelet transform, nor-
mally the low frequency coefficients are subjected to further processing. Thus,
IL=2
wav = [8+11

2 , 8−11
2 , 3,−4] = [9.5,−1.5, 3,−4]. As, in this example, there is only

one low frequency component, we can not proceed further. Note that, one can
also choose the high frequency coefficients at any level for next level of wavelet
transform. This recursive computation of wavelet coefficients is based on the
filter bank. Form the wavelet coefficients one can get back the original signal by
pairwise addition and subtraction. For example, we can get back the coefficients
of the previous level by the operation 9.5 ± −1.5.
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To extend these ideas to images, we consider an image as a 2D signal and
apply wavelet transform separately, first along the rows and then along the
columns. In each level of wavelet transform four different bands are generated
and they are denoted as LL,HL,LH,HH. One of the four bands is selected for
next level of wavelet transform and the structure looks like a tree (see Figure 1).
This tree is termed as a decomposition structure in [17]. In Figure 1, one such
decomposition structure D1 is depicted where the watermark is embedded in
LL5. For our description we also need to use another decomposition structure
D2. This is nothing but the same decomposition structure as D1 with only the
last level removed. Note that the decomposition structure D1 has been used for
experiments in [17].

There are several classes of wavelet filter banks, one such important class
of filter bank is “Two-Channel Orthonormal FIR Real coefficient Filter Bank”
(TOFRFB) [16, 17]. This class of wavelet filter bank is used for watermark em-
bedding in [17].

LL3 HL3 LH3 HH3

Image

HL1 LH1 HH1LL1 

LL2 HL2 LH2 HH2

HL5 LH5 HH5

LL4 HL4 LH4 HH4

LL5 

HH1

HL1

LH1

LL2

LH2

HL2

HL3

LH3

LL4

LH4

HL4

LL3

Fig. 1. Decomposition Structure (left) and 2D Wavelet Transform (right)

2.1 Watermark Embedding

Let us present the scheme due to Wang et al [17] in detail. It is well known
that lossy compression eliminates the high frequency components of the image.
Thus any watermarking information present in the high frequency component
of the image gets destroyed easily by lossy compression. So, the authors choose
to embed the watermarking information into the middle frequency band. This
takes care of two conflicting requirements, robustness against compression and
perceptual invisibility of the watermark. Randomly generated orthonormal filter
banks are used for wavelet transform and they are also a part of secret key.
Information regarding the particular middle frequency band, used to embed
the watermark, is also kept secret along with the watermark. Thus there are
three major secrets which constitute the private key. The watermark embedding
algorithm of [17] is as follows.
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Algorithm 1

1. Determine the number of wavelet decomposition level L depending on the
input image size and watermark size. Value of L is fixed in such a manner
so that after wavelet transform size of each band at level L is equal to the
size of watermark.

2. Generate 2L + 2 sets of orthonormal filter banks F randomly. Filter bank F
is part of the secret key and required during watermark extraction.

3. Use the analysis filters from F to decompose (forward wavelet transform) the
image into Iwav.

4. Identify the particular middle frequency band R for watermark embedding.
It should be one of the four bands at the highest level of decomposition and
its size must be the same as that of the watermark.

5. Read the binary watermark. Transform it into a real valued one and scram-
ble it (see below for more details about scrambling). Scrambled watermark
ws is multiplied by a suitable factor for energy adjustment to generate the
watermark w.

6. Replace the pre-selected wavelet band R of Iwav by w.
7. Reconstruct the watermarked image Iw by inverse wavelet transform of Iwav

using the synthesis filters from F .

Scrambling of Watermarks. The watermark is generated from a pattern of
values either +1 or −1. Let the size of the data (considered as a two dimen-
sional matrix or image) be n × n. The authors construct a vector −→v0 of size
n2 ×1 by interpreting the two dimensional data as one dimensional data set and
then compute −→v1 = R1R2

−→v0 , where the matrices R1, R2 are as follows respec-
tively.⎡

⎢⎣
cos θ1 − sin θ1
sinθ1 cosθ1

.
.

.
cos θ

n2−1 − sin θ
n2−1

sin θ
n2−1 cos θ

n2−1

⎤
⎥⎦,

⎡
⎢⎢⎢⎣

1
cos θ2 − sin θ2
sin θ2 cos θ2

.
.

.
cos θ

n2−2 − sin θ
n2−2

sin θ
n2−2 cos θ

n2−2
1

⎤
⎥⎥⎥⎦.

One can interpret R1, R2 as a series of rotations. The embedded watermark
is generally same for each image. To make it different for different host images
one can scramble the vector −→v1 to get another vector −→v2 using a permutation
−→s of the integers 1, . . . , n2. Now v2(i) = v1(s(i)), (i ∈ 1..n2). This scrambling
process can also be used to insert user specific watermark, i.e., one permutation
will correspond to one buyer. An n × n matrix ws is generated from the one
dimensional data −→v2 . We refer to [17] to get the detailed description of how the
energy is adjusted to get w from ws as this has not much implication to the
cryptanalysis process.

2.2 Watermark Detection

The watermark detection process is correlation based. If the correlation is greater
than some predefined threshold value then one can claim the image under ex-
amination is watermarked. Exact watermark retrieval procedure is as follows.
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Algorithm 2

1. Read the key, i.e., information about the filter bank used, decomposition
structure and particular middle frequency band R used to embed the wa-
termark.

2. Decompose (i.e., forward wavelet transform) the image using the above in-
formation.

3. Let Cw
i be the coefficients at middle frequency band R.

4. Divide Cw
i into four parts and use the last set of analysis filters to get the

data w0.
5. Use −→s to de-scramble w0 into w1.
6. Normalize the energy of w1 to get w2. Interpret w2 as a single dimensional

data −→v 1
′.

7. Calculate the correlation coefficient (r) between −→v 1,−→v 1
′.

8. If r > t, the image is considered to be watermarked using −→v 1, otherwise
not. Here t is a predefined threshold and taken to be 0.4 for experimentation
in [17–page 83].

3 Attack on the Scheme

Let us first give a few important observations about the scheme presented in [17].
It is pointed out that the low frequency noise is more visible and high frequency
components get removed due to compression, thus it is preferable to introduce
the watermark in the middle frequency band. However, there is some problem
with this approach. For an attacker, who is looking for the watermark location,
the search space is reduced due to this assumption. Though the scheme performs
well against normal signal processing attacks, it is not robust against the attacks
designed for it. According to the authors [17] robustness of the scheme depends
on the following two factors.

1. Knowledge of particular middle frequency band used to embed the water-
mark.

2. Choice of filter banks to decompose the host image.

In [17], it has been pointed out that even with the knowledge of decomposition
structure it is not possible to remove the watermark, unless the exact filter bank
is known. However we will show, it is not difficult to find out the secret middle
frequency band used to embed the watermark even without the knowledge of
exact filter bank used to decompose the image at the time of watermarking.
After our attack, the image quality stays reasonably good and the watermark
information gets removed.

3.1 Cross Correlation of an Image

The pixels of a natural image are highly correlated. It is important to understand
how the correlation between an original image and its shifted version varies with
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the amount of shift. Let us first describe what do we mean by shift here. A row
or column of an image can be interpreted as an array. By shift we mean circular
shifting the elements of the array. Given a data set a1, a2, . . . , an−1, an, its one
element shift can be seen as an, a1, . . . , an−2, an−1. Thus if there are n elements
in an array, number of possible shifts is n − 1 because if we shift by n element it
will be the original array. As an image can be described as a collection of rows
or as a collection of columns, then by shift we mean circular shifting either all
the rows or all the columns.

In case of an image, pixels that are close to each other are very highly corre-
lated. Thus for any image it is expected that correlation falls very slowly with
amount of shift. On the other hand, if we consider a matrix whose cells are filled
with random numbers, the situation becomes completely different. In that case,
correlation should be negligible (close to zero) after a single (or more) shift(s),
which is the property of good pseudo random patterns. Let M an original ma-
trix of size a × b and M [n1, n2] denotes its shifted version generated by circular
shifting all the rows of M by n1 elements and then shifting all the columns by
n2 elements. Correlation between M and M [n1, n2] will be high when the value
of both n1 and n2 are less than some small integer value δ or (a − δ < n1 < a)
and (b − δ < n2 < b).

Fig. 2. Image Data (in wavelet domain) vs Random Data (in wavelet domain)

This property of an image also holds good for low or mid frequency wavelet
bands. Thus if a wavelet band is replaced by random elements, that band can
be easily differentiated from others by studying the cross-correlation. This helps
to identify the wavelet band used to watermark the image. If we measure the
correlation between wavelet coefficients of a particular band W and W [n1, n2],
for all possible values of n1 and n2, except the band where the watermark is em-
bedded, correlation will follow the pattern that of an image. However, in the case
of a band where the random watermark has been embedded, the correlation will
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follow the pattern that of a random matrix (see Figure 2). Thus one can identify
the exact wavelet band used to embed the watermark by exhaustively searching
all possible decomposition structures. As pointed out earlier that search space is
greatly reduced due to choice of middle frequency band. Hence it is possible to
exhaustively search all the available bands to find out the band where the wa-
termark is embedded. Also we would like to point out that unlike cryptography,
where randomness provides security, here randomness helps in identification of
secret wavelet band used to watermark the image.

3.2 Cryptanalysis: Decomposition Structure Known

Here we like to argue that the secrecy of the filter bank chosen for the water-
marking scheme is not of much effect as one can choose a random ‘Two-Channel
Orthonormal FIR Real coefficient Filter Bank” for the attack.

Let us consider a situation where the exact middle frequency band and the
corresponding decomposition structure is known but the filter bank used is un-
known. This case has been considered in [17] and it has been demonstrated that
the scheme can withstand this type of attack. However, little variation of this
attack, can successfully remove the watermark. Instead of replacing one of the
wavelet bands at the final level, all four wavelet bands should be replaced to
remove the watermark. To this end, an attacker first constructs his own filter
banks and decomposes the image according to the known decomposition struc-
ture and replaces the coefficients of all the bands at the final level by random
values.

As an example, refer to the Figure 1. Let LL5 be the middle frequency
band used to embed the watermark. Now decompose the image according to
decomposition structure D2 and replace the HH4 by the same process as in
watermark embedding algorithm. That is the data in HH4 is replaced by some
random pattern having same energy. The watermark can be destroyed by this
strategy as evident from Table 1. The exact algorithm is as follows.

Algorithm 3

1. Read the watermarked image Iw.
2. Read the decomposition structure D.
3. Generate random filter bank for wavelet decomposition.
4. Decompose (forward wavelet transform) the image Iw according to D.
5. Consider the wavelet band used to generate the final four wavelet bands (in

one of which the watermark is embedded). Replace this by a random data R
having same energy according to step 5 of Algorithm 1.

6. Reconstruct the attacked image I# by inverse wavelet transform.

Algorithm 3 is basically an extension of watermark embedding Algorithm 1.
Thus the attack can be seen as a re-watermarking attack with the knowledge
of decomposition structure. Though the filter bank used for watermarking have
large side lobes (i.e. watermark signal is distributed across different frequen-
cies), that does not really prevent the attacker from removing it as the attack
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is mounted at the previous level. It is considered in [17] that the attacker re-
places one of the final bands (which is used for watermark embedding) by zero to
remove the watermark and then commented that this does not bring down the
correlation below the threshold. Our attack is stronger as we basically replace all
four bands at the final level (implemented by concentrating on the single band
at the previous level) using a technique similar to watermarking.

Table 1. Correlation After the Attack when Decomposition Structure is Known

Image Watermark size Band Decomposition Correlation PSNR(a,w)
Lena 16 × 16 LL5 D1 0.31 37.15
Lena 16 × 16 HL5 D1 0.28 37.67
Lena 16 × 16 HH5 D1 0.21 38.10
Lena 16 × 16 LH5 D1 0.23 37.52

Baboon 16 × 16 LL5 D1 0.30 36.87
Baboon 16 × 16 HL5 D1 0.28 37.12
Baboon 16 × 16 HH5 D1 0.246 37.24
Baboon 16 × 16 LH5 D1 0.252 37.16
Peppers 16 × 16 LL5 D1 0.28 36.40
Peppers 16 × 16 HL5 D1 0.26 35.83
Peppers 16 × 16 HH5 D1 0.22 36.92
Peppers 16 × 16 LH5 D1 0.26 35.42

Thus the ’new’ watermark will be distributed over all the frequencies, which
will suppress the previous watermark and brings down the correlation below
the threshold. As the new watermark is introduced into the middle frequency
bands, image quality remains acceptable after inverse wavelet transform. Table 1
provides the simulation result. During verification, if the correlation between re-
covered and embedded signal is above 0.4, then it is assumed that the watermark
is present. Note that in Table 1, PSNR(a,w) means PSNR of attacked image with
respect to watermarked image. Once again note that in the experiments we have
used different filter banks at the time of attack than the ones used in embedding
the watermark. Thus the secrecy of the filter bank is of no effect and the attack
mentioned here turns out to be successful.

3.3 Find Out the Decomposition Structure

To use the Algorithm 3 to remove the watermark, the decomposition structure
needs to be identified. In that case, the attacker has to identify possible loca-
tion(s) where the watermark may have been embedded by the owner. This can
be accomplished by checking cross-correlation of wavelet bands in every level
before proceeding to the next level. Also search space can be greatly reduced
if one searches only the middle frequency bands, as it is expected that the wa-
termark is present in one of the middle frequency bands only. As discussed in
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Subsection 3.1, the wavelet coefficients are highly correlated and their cross-
correlation should behave in that manner. However, if any band manifests any
large variation from this, that can be attributed to watermark embedding. In
such a way we can identify the wavelet band used for watermark embedding.
Exact algorithm for band identification is as follows.

Algorithm 4

1. Read the watermarked image Iw.
2. Generate the set of all possible decomposition structures D1, . . . , Dk.
3. Select a two channel orthonormal filter bank F .
4. For i = 1 . . . k Do

(a) Decompose the image according to decomposition structure Di using F .
(b) Let number of wavelet bands be m.
(c) For j = 1 . . . m Do

i. For wavelet band Wj inspect the cross-correlation nature for all pos-
sible shifts.

ii. If cross-correlation pattern follows that of a random matrix then store
Di along with Wj as the target wavelet band.

It is already known that the watermarking bits used during embedding are
random in nature. Thus it is expected that despite the use of different filter
banks, wavelet band used for watermarking will retain its random nature. When
a proper decomposition structure is used in the above algorithm, wavelet coeffi-
cients Wj will be random and cross-correlation property will be that of a random
matrix. There is some possibility of false alarm as the filter bank used for water-
mark embedding has large side lobs which spread the watermark over different
frequencies. Since the filter bank used for decomposition is different from the one
used during watermark embedding, traces of watermark could be found in more
than one places. One way to solve this is to check the cross-correlation of the sus-
pected bands with different random filter bank(s). During experiments we found
that this technique reduces the number of suspected bands to at most 3. Even
in some cases this technique is able to reduce the number of suspected bands to
exactly one also. Now for all the suspected bands we run the Algorithm 3. As
we are talking about searching all the available bands, we must have some idea
about the search space. Let the size of the watermarked image is 2n × 2n. Then,
atmost we can perform (n − 1) level of wavelet transform. So total number of
possible wavelet bands, that can be generated is 41+42+43 . . .+4n−1 = 4n−1−4

3 .
For a typical image of size 256 × 256, the number of possible bands comes out
to be 5460. It is already known that only middle frequency bands are used to
watermark the image, then the number of possible middle frequency bands to
be searched comes out to be as low as 84. Table 2 shows the result obtained
for different images which shows that our attack is successful. Let us point out
once again that for successful watermark detection, correlation should be higher
than 0.4 [17–page 83]. The PSNR(a,w) value in the table presents the image
quality after the attack. To present the visual indistinguishability, we provide
the Figure 3.
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Fig. 3. Original, Watermarked and Attacked Images (from left to right)

Table 2. Correlation After the Attack

Image Watermark size Number of Suspect Band(s) Correlation PSNR(a,w)
Lena 16 × 16 3 0.23 33.43
Lena 16 × 16 3 0.24 33.62
Lena 16 × 16 3 0.22 33.38
Lena 16 × 16 2 0.26 33.27

Baboon 16 × 16 2 0.21 32.42
Baboon 16 × 16 2 0.22 32.56
Baboon 16 × 16 2 0.22 32.61
Baboon 16 × 16 2 0.24 32.14
Peppers 16 × 16 3 0.26 32.86
Peppers 16 × 16 3 0.25 33.04
Peppers 16 × 16 3 0.26 33.17
Peppers 16 × 16 1 0.31 32.93

4 Conclusion

In this paper we have presented a successful cryptanalytic attack on the wavelet
based watermarking scheme presented in [17]. Here we exploit the random nature
of the watermark to break the scheme. This is in sharp contrast with the notion
of cryptographic security where randomness provides the security.
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Abstract. Zero-knowledge watermark proof systems for copyright verification 
are not only theoretically appealing but also practically possible. However, 
most existing proposals concentrate on specific skills and neglect to give a 
formal proof of their zero-knowledge property. To improve the situation, the 
paper proposes a generalized framework for constructing and validating such 
systems. First, the theoretical foundations are investigated. Second, the paper 
shows that the existence of a secured equivalent operation, which enables 
watermark detection in a blinded domain, is one of the prerequisites of the 
systems’ existence. In this view, the paper constructs a generalized zero-
knowledge watermark proof system and verifies its zero-knowledge property. 
Third, the existing systems are investigated under the above framework, and a 
new system, which overcomes some defects of the existing ones, is proposed as 
a concrete instance of applying the generalized methods. 

1   Introduction 

As one of the countermeasures against the unauthorized copy of digital contents, 
watermarking gives a feasible way of ownership verification [1]. It embeds ownership 
message into an original without perceptually degrading the distributed version, 
implementing the so-named imperceptibility, and tries to preserve the embedded 
watermark in case of various attacks afterwards, implementing the so-named 
robustness. Similar to a cryptosystem, watermarking has to face the problem of key 
management. Typically, a detection key might consist of an original and a watermark, 
or only the latter. If both of them are needed, the watermarking is called a private 
scheme; if only the watermark is needed, it is called a public scheme. Since a public 
scheme disposes of the original and needs only the watermark in the detection, it is 
considered more convenient and secure for key management [1,2]. 

However, a watermark reveals sensitive information about the embedding so that it 
can help to damage the hidden watermark more precisely in the cases of dishonest users 
or a distrustful environment for transporting and storing the keys [2,3]. To avoid the 
damage, various techniques have been proposed. Some researchers borrowed the idea of 
public cryptosystem from cryptography and proposed a series of so-named asymmetric 
watermarking schemes, of which detection keys are different from the embedded 
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watermarks [2]. Nevertheless, such schemes often sacrifice the robustness for the 
security, and most of them could still expose the sensitive information through an 
asymmetric key [3]. Hence it is not strange why applying the principles of zero-
knowledge proof system to watermarking became a research interest in the literature 
[4,5]. In general, zero-knowledge watermark proofs (ZKWP) are proofs that yield 
nothing beyond the validity of the assertion that a watermark exists. In the principle of 
computational theory and cryptography, a functional interactive proof (IP) system and a 
collection of applicable one-way functions imply the existence of a zero-knowledge 
proof (ZKP) system [6]. The IP system is used to provide a probabilistic algorithm and 
the one-way functions are used to secure the knowledge. As for a ZKWP system, that 
requires it should be able to detect watermarks in a secured domain. Craver suggested 
using permutation to protect the watermark from being revealed [4]. He also proposed 
another scheme that hides the key in many false keys acquired by reverse engineering 
[4]. Adelsbach and Sadeghi found that some commitment protocols can be used by 
committing data that will never be opened [7]. To detect a watermark in a ciphered 
domain, Gopalakrishnan et al. exploited the homomorphic property of RSA 
cryptosystem [8]. 

Through our investigation, however, we found there is both theoretical and practical 
room for improvement in the existing ZKWP proposals. First, they all concentrate on 
specific skills, neglecting to give a generalized method at the level of computational 
theory. H. Then and Y. Wang [9] tried to make the ZKWP independent of specific 
detections and proposed the so-called generic detection that just proves a detected value. 
But we think it is insufficient because a value can be claimed and the verifier may want 
to detect the watermark by him or herself. Second, none of the existing ZKWP 
proposals gave a formal proof of the system’s zero-knowledge property. Third, the 
detection often has no chance to examine the validity of a claimed key so that it just 
proves the existence of a detectable watermark that might be illegally computed through 
reverse engineering. Although the invertible problem [10] is challenging for 
watermarking, more and more schemes need at least control it to some extent [4]. Forth, 
the security of some systems is too weak to protect data, and those having strong 
security are often much complicated [7]. 

To improve the ZKWP systems, this paper is to propose a generalized method for 
constructing them and proving their zero-knowledge properties. In the subsequent 
discussion, Sect. 2 studies the foundations of such systems, and proves that the existence 
of a secured equivalent operation (SEO), which enables watermark detections in a 
blinded domain, is a prerequisite of the systems’ existence. Through a generalized 
ZKWP system, it also gives the framework for constructing and verifying the systems. 
Sect. 3 investigates the existing proposals under the framework. And a new scheme is 
proposed and experimented in Sect. 4 as a concrete instance of applying the generalized 
method. Finally, Sect. 5 draws the conclusions. 

2   The Generalized ZKWP System 

This section is to give the generalized method for constructing and validating ZKWP 
systems by investigating a generalized such system. The theory of the ZKP systems 
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[6] does help the study, but it will be found that a ZKWP system has its own problem 
to solve since the watermark detection has to be executed in a secured domain. 

2.1   Preliminaries 

To deal with our topics more formally, the subsection is to review the concepts and 
theories that underlie our research. Let us begin with the following definition [6]: 

Definition 1 (IP System): Let RNsc →:,  be functions and )(/1)()( npnsnc +>  

for a polynomial )(⋅p . Let L denote a class or set, )Pr(⋅  denote a probability, and || ⋅  

denote the size of an input. A pair of interactive algorithms, a prover P and a verifier 
V, is called an (generalized) IP system for class L if V is of polynomial-time and the 
following two conditions hold: 

(1) Completeness. Lx ∈∀ , ( ) |)(|     1)(])(,)([ Pr xcxzVyP ≥= . (1) 

(2) Soundness. PLx ∀∉∀ , , ( ) |)(|     1)(])(,)([ Pr xsxzVyP ≤= . (2) 

Here, x is available for both parts and called the common input; the optional y and z 
are accessible for P and V respectively and called private inputs. ∀ is for ‘every’.  

An IP system has more computational power than a non-interactive system [6,11]. 
Moreover, its error probability can be efficiently controlled. That is ensured by: 

Lemma 1 (Error Minimization of IP): In Definition 1 let the executions on x be 
independent each time. Then for every polynomial )(np , there exists a p(n)-time IP 
system for the class L, with an error probability bounded by )(2 np− . 

Proof. Please see [6,11], or other textbook of computational theory.  
IP systems can be characterized by their probabilities of the completeness and 

soundness. We found that the following class of systems, which we named the one 
and a half IP (OHIP) systems, is closely related to most ZKWP schemes: 

Definition 2 (OHIP System): If the system defined by Definition 1 satisfies:  

 (1) Completeness.  Lx ∈∀ , ( ) 1     1)(])(,)([ Pr ==xzVyP . (3) 

 (2) Soundness. PLx ∀∉∀ , , ( ) 2/1     1)(])(,)([ Pr ≤=xzVyP . (4) 

Then the system is called a one and a half IP system for class L.  

Likewise, we are interested in controlling the overall error probability. Supported 
by the next lemma, the efficiency and correctness of the systems can be guaranteed. 

Lemma 2 (Error Minimization of OHIP): If there exists an OHIP system for class 
L, for every polynomial )(np , there also exists a p(n)-time IP system for class L, with 
an error probability bounded by )(2 np− . 

Proof.  Executing the IP system many times apparently decreases the overall error 
probability eP . To give an explicit expression of it, we first replace Eq.(4) with 
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( )xzVyP ==   1)(])(,)([ Pr , 2/10 ≤≤ , (5) 

where  is the error probability of one execution when Lx ∈/ . Then suppose that, after 
k rounds of the execution, the overall error probability eP  is equal to the desired 

)(2 np− . Then we have )(
e 2 npkP −== . Apparently there exists a constant C satisfying 

2)( 1 =− C , or equivalently 2log 1−=C . Then 

( ) )(log2loglog
)(1)(

111 npCPk
npCnp

e ⋅=−=−=−=
⋅−−−

−−− . (6) 

Thus the lemma has been proved, and we also find it holds even when 10 <≤ .  

An IP system makes it possible to prove assertions without revealing any 
knowledge [6,11]. But as we know, what is zero-knowledge is particularly difficult to 
define. Anyhow, there is a widely accepted paradigm to verify the zero-knowledge 
property [6]. It assumes that a verifier has not acquired any knowledge if and only if it 
can simulate the prover and produce the interactions identically distributed to the real 
interactions within polynomial-time. Then we can define a ZKP system as follows: 

Definition 3 (ZKP System): An IP system defined by Definition 1 is called a 
(computational) zero-knowledge proof system if for every probabilistic polynomial-
time verifier V there exists an probabilistic polynomial-time algorithm *S  so that for 
every Lx ∈  the interactions generated by the following two systems are identically 

distributed (computationally indistinguishable): (1) )(])(,)([ xzVyP ; (2) )(* xS .  

In addition, we think it is necessary to define a generalized watermarking both for 
our subsequent discussion and for the readers not familiar with it. Since a ZKWP 
system is often based on a public watermarking scheme (PWS) [2,3], which does not 
require the original in detection, we just define such a scheme as follows: 

Definition 4 (Public Watermarking Scheme, PWS): Let u be an original or one of 
its transform domains, and w the coded watermark. The watermark is embedded into 
u by ),( wux e= , where x denotes the distributed version and e the embedding.  The 
assertion of w in x is to be verified by ), ( wxrc = , where x might be attacked and w 
be fabricated. The assertion is validated only if Tc ≥ , where T is a threshold. The 
game among the embedder and the verifier is called a PWS.  

2.2   Constructing and Verifying the Generalized ZKWP System 

If we change the terminology used in the theory of computation into that used in 
watermarking, we immediately define a generalized ZKWP system as follows: 

Definition 5 (ZKWP System): An IP system defined by Definition 1 is called a 
(computational) ZKWP system if for every probabilistic polynomial-time verifier V 
there exists a probabilistic polynomial-time algorithm *S  so that, in case that 

)(],)([ xw VP  is designed to verify the assertion of a watermark in x, the interactions 

generated by the following two systems are identically distributed (computationally 

indistinguishable):  (1) )(],)([ xw VP ; (2) )(* xS .  
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By Definition 4, a watermark apparently should not be sent to the verifier in 
plaintext. Hence we think that the detection can be equivalently executed in a blinded 
domain. We formally define the concept (Fig.1) as follows: 

Blind-
ing

x w f(x) g(w)

Output 1 Output 2Equivalent

Operation 1 Operation 2

 

Fig. 1. An illustration of the secured equivalent operation defined by Definition 6 

Definition 6 (Secured Equivalent Operation, SEO): Let X, X
~

, C and C
~

 be 
domains, and }~:,{ XXμO →=x  and }~:,{ XXO →=w  be two collections of 

blinding functions. Suppose the equation Ccr ∈=),( wx , X∈wx, , and the 

equation Ccgfr ~~))(),((~ ∈=wx , xOf ∈  and wOg ∈ , imply each other, that is 

, 
~~))(),((~      ),( CcgfrCcr ∈=⇔∈= wxwx  (7) 

then r~  is named the secured equivalent operation of r.  

Although we have not constructed a ZKWP system yet, one might perceive that, 
with the aid of an IP system, the system could be constructed if the watermark 
detection has its SEO and the blinding functions are sufficiently secure. The intuition 
is proved by the following theorem. 

Theorem 1 (Construction and Verification): Let cr =),( wx  denote the detection 

of a watermark w in a distributed version x. If its secured equivalent operation, 
cgfr ~))(),((~ =wx , exists, and the blinding functions are sufficiently secure, then, for 

every polynomial )(np , a p(n)-time ZKWP system with an error probability bounded 

by )(2 np−  exists. 

Proof. The proof will construct an IP system to detect watermarks, prove the validity 
and efficiency of the system, and finally verify its ZKP property by the simulators. 

Construction 1 (Generalized ZKWP): Let x be the common input of an IP system, 
and w be the private input of P. Then the system, )(],)([ xw VP , can do: 
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(a) P randomly selects xOf ∈ , computes )(~ xx f=  and sends the value to V. 

(b) V randomly selects }1,0{∈  and sends the value to P. 

(c) P receives . If 0= , P sends f to V; if 1= , P selects wOg ∈  so that 

cgfr ~))(),((~ =wx , computes )(~ ww g=  and sends the value to V. 

(d) If 0= , V receives f and computes )(ˆ xx f= . If xx ~ˆ = , V returns 1; or else 

V returns 0 and stops the execution. If 1= , V receives w~  and computes 
cr ~)~,~(~ =wx . If c~  implies a c that indicates the existence of the watermark, V 

returns 1; otherwise, V returns 0 and stops the execution. 
(e) Executing again the above steps until the error probability is negligible. 

In each round of the above execution, there exists 

( ) 1     1)(],)([ Pr ==xw VP ,   for any w that exists in x. (8) 

And for every prover P, there exists 

( ) 2/1   1)(],)([ Pr ==xw VP ,  for any w that does not exist in x. (9) 

Hence the system is an OHIP system, and by Lemma 2, for every polynomial 

)(np , there exists a p(n)-time IP system with error probability bounded by )(2 np− . 

To prove the zero-knowledge property, we can construct a simulator *S  required 
by Definition 3 and 5. It further consists of two parts as follows:  

Construction 2 (Simulator of the System Returning 1, *1S ): Suppose the simulator 

*1S  is to interact with itself, and ),( ⋅⋅e  embeds a watermark. The following steps are 

to generate data identically distributed or computationally indistinguishable to the 
interactions of Construction 1 that returns 1. 

(a) *1S  computes ),( wxx ′=′ e , where w′  is a randomly fabricated watermark 

and x is the distributed version. 
(b) *1S  randomly selects }1,0{∈S . 

(c) If 0=S , *1S  is to simulate the step (a) of Construction 1. It randomly 

selects xOf ∈  and computes )(~ xx f= . If 1=S , *1S  is to simulate the 

step (c) of Construction 1. It randomly selects xOf ∈  and wOg ∈  so that 

they satisfy cgfr ~))(),((~ =′′ wx , and computes )(~ xx ′=′ f  and )(~ ww ′=′ g . 

(d) *1S  randomly selects }1,0{∈V . If VS ≠ , *1S  discards all data of this 

round from the step (b); or else it arranges the data into the desired order. 
(e) Going to the step (b) until sufficient interactions are collected. 

Construction 3 (Simulator of the System Returning 0, *0S ): Since P is cheating or 

the claimed watermark is undetectable, *0S , as a simulating ‘deceiver’, can just 

follow the P’s steps in Construction 1 and will be caught in the step (d) by itself. 
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The validity of the simulators is easy to check. In the cases of Construction 2 and 
1== VS , since x′  contains w′ , cr ~)~,~(~ =′′ wx  implies a c that indicates the 

existence of a watermark. Because x ′~  and w~′  are all blinded so that they are 
identically distributed or computationally indistinguishable to x~  and w~  in 
Construction 1 respectively. In the cases of Construction 2 and 0== VS , or in 

Construction 3, *S  does the same thing as P, so the above property also holds.  

Hence we concluded that the vital step of constructing a ZKWP system, or 
changing an old system into a ZKWP one, is searching for a secured equivalent 
operation that can be used to detect watermarks. However, since an attacker might 
have attacked and tampered with a distributed version, or have found another 
detectable watermark, two situations should be addressed here: 

Corollary 1 (In Case of Attack or Reverse Engineering): (1) If a watermark cannot 
resist an active attack and becomes undetectable, the generalized ZKWP system does 
not prove its existence. (2) However, if V cannot differentiate a blinded false 
watermark from a blinded legal one, the system proves the existence of any detectable 
watermark, though it might be illegally claimed. 

Proof. (1) Because Trc <= ),( wx  now does not imply the existence of w, P has little 
chance to make ))(),((~~ wx gfrc =  imply a value larger than T in many rounds of the 
execution of Construction 1. The nonexistence is to be detected in step (d) of Construction 
1 with the probability M21− , where M is the number of the execution rounds. 

(2) Suppose the w in the inequality Tr ≥),( wx  can be feasibly replaced with w′ , 
saying the watermarking is invertible [10]. Since Tcr ≥=′),( wx  holds, a dishonest 
prover can replace all w in Construction 1 with w′ , and send )(~ ww ′=′ g  to V. 
Because V cannot tell it from a legal )(~ ww g=  in the blinded domain, V is also 
infeasible to examine the legality of a blinded watermark. V can only verify the 
validity of cr ~)~,~(~ =′wx , which implies Tcr ≥=′),( wx .  

Now we can conclude that searching for an ideal SEO is vital for constructing a 
ZKWP system, but the system still needs the properties of robustness and 
noninvertibility, which are largely from the underlying watermarking scheme. In 
practice, constructing a strictly zero-knowledge and secure ZKWP system is very 
difficult. On one hand, the blinding functions are required not to conflict with the 
watermark detection so that the ways of constructing them are limited. On the other 
hand, the robustness and noninvertibility are not the totally settled problems. 
Anyhow, we will find that ZKWP systems with some levels of computational security 
and zero-knowledge property are possible. 

3   Some Comments on the Existing Systems 

Since the above discussion stems from the fully developed theories of computation 
and ZKP system, we think it gives a general method for investigating existing systems 
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and designing new ones. In actuality, we found that almost all existing proposals 
[4,7,8] can be transformed into the above paradigm, and there is both theoretical and 
practical room for improvement in them. Our comments on them concentrate on four 
aspects as follows: 

Zero-Knowledge Verification. None of the schemes gives a formal proof that can 
validate their claimed zero-knowledge property. By Definition 5, we know that a 
simulator of the system should be constructed to demonstrate that the interactions of a 
real system and those of the simulating one are identically distributed or 
computationally indistinguishable. 

Blindness and Security. The method in [4] is based on the permutation of signal 
samples, but their values, especially the distinctive ones, compromise the one-
wayness. Furthermore, most multimedia has several components, such as RGB in 
images and sound-channels in audios, so that a sample can be more peculiar. In [8], a 
correlation is computed sample-wise between two sequences encrypted by RSA 
algorithm. Since a RSA modulus is of the same size as each encrypted word, it has to 
be the common sample length of 8 or 16 bits. However, a secure RSA modulus should 
have 1024-1048 bits that can  make the correlation meaningless. 

Invertibility. By Corollary 1, a ZKWP system will accept an illegal claim if a 
dishonest prover has found another detectable watermark. The invertible problem is 
well recognized and very challenging, especially in case of public schemes [10]. 
However, it can be partly resisted by checking the features of a claimed watermark 
[4]. Unfortunately, a verifier in [7] and [8] has no chance to do it because the data is 
always strongly ciphered. Anyhow, in case of the permutation-based method [4], the 
situation is improved since many features remains in a permutated version. 

Feasibility. The other approach proposed in [4] is based on the reversed engineering 
on watermarking [10]. However, it requires that a large number of inverted 
watermarks should be found such that it can be practically infeasible. And the method 
proposed in [7] embraces some complicated ZKP protocols that can make the 
implementation burdensome. 

To sum up the comments, we think that the ZKWP systems need improving in the 
above four aspects. The next section is intended to give such improvements by 
combining the advantages and discarding the disadvantages of the existing schemes. 

4   Constructing and Verifying a New ZKWP system 

This section is to construct a new ZKWP system that not only brings the existing 
systems some improvements but also exemplifies our generalized method. By the 
above discussion, we know, besides proving the zero-knowledge property, it is also 
important to strengthen the blindness, control the invertibility and maintain feasibility. 
Hence we shall simply use both pseudo-random noise (PN) and permutation to blind 
the data, and examine the permuted data to control the invertibility. 
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4.1   Construction of the New System 

By Theorem 1, we have to find a secured equivalent operation for watermark 
detection before constructing a ZKWP system. Thus we begin with the following 
lemma: 

Lemma 3 (PN and Permutation Equivalent Correlation): Suppose a pseudo-
random sequence p is orthogonal to w, that is, 0, >=< wp , where >⋅⋅< , computes 

the inner product of two vectors. If x, w, and p are all permutated by )(⋅g  into x′ , w′ , 

and p′  respectively, then the correlations computed by 

||,, wwxwx ><=c , ||,, wwpxwpx ′>′′+′<=′′+′c  (10) 

are equal, and the second computation can be the SEO of the first one. Here, || ⋅  
calculates the number of all elements in a vector. 

Proof. Since p is orthogonal to w, we have 0, >=< wp . Because x, w, and p are 
permutated by g synchronously, we also have >< wx, = >′′< wx , , >< wp,  = 

>′′< wp , , and |||| ww ′= . Thus 

. ||,||],,[           

||,

,

,

wx

wpx

wwxwwpwx

wwpx

c

c

=><=′>′′<+>′′<=

′>′′+′<=′′+′
 (11) 

Having permuted and added noise, the sample values of px ′+′ do not reveal the 
movement of positions. And so do not the sample values of w′  since they can be 
designed to have less scales which are evenly distributed so that one value occupies 
many positions. Hence the computation of wpx ′′+′ ,c  can be an SEO of that of wx ,c .    

Having found an SEO, we now show that it can be employed in the ZKWP 
system that is to be constructed from the watermarking scheme proposed by Balni 
et al. [12]. Let us give Balni’s method first. Suppose that 

},,,{ 21~1 LKKKLKK UUU +++++ =U  are selected DCT coefficients of an original u in 
zig-zag order. Let an L-length watermark },,,{ 21~1 LL WWW=W  modify them by 

iiKiKiK WUaUX ⋅+= +++ || , Li ≤≤1 , where a is a scale factor that adjusts the 
embedding energy. Then an inverse DCT transform over all the modified and intact 
DCT coefficients gives the distributed x. In detection, the correlation 

Lc LLKK /, ~1~1, >=< ++ WXWX , where LKK ++ ~1X  are selected DCT coefficients of x 
and was possibly attacked, is computed and compared with a threshold T. Now we 
can construct the ZKWP system as follows: 

Construction 4 (Proposed ZKWP System): To improve the security, the watermark 
L~1W  is to be a pseudo-random sequence with only 2 values, -1 and +1, and to be 

generated through a valid permutation of a public-known sequence L~1G . The 
permutation  is the private input of P. The system ),,(],)([ ~1~1 TGVP LLKK ++Xπ  can 
be as follows: 
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(a) P computes the watermark by )( ~1~1 LL GW π= . 
(b) P randomly selects f from 

)},()(),(|{ ~1~1~1~1 LLKKLLKKX μμO WXWX +=∀= ++++ , (12) 

where  is a randomly selected permutation, and  randomly chooses a pseudo-
random sequence R, also denoted by ),( ~1 LW , from the solved sequences that 
satisfy 0)(, ~1 >≈< LR W . P then computes ),(

~
~1~1~1 LLKKLKK f WXX ++++ =  and 

sends the value to V. 

(c) V receives LKK ++ ~1
~
X , randomly selects }1,0{∈  and sends the value to P. 

(d) P receives . If 0= , P sends  and R to V; or else P lets ψ=g , computes 
)(

~
~1~1 LL g WW =  and sends the value to V. 

(e) If 0= , V receives  and R, and computes RLKK += ++ )(ˆ
~1XX . If 

XX ˆ~
~1 =++ LKK , V returns 1; or else V returns 0 and stops the execution. If 

1= , V receives L~1
~

W  and tests whether TLc LLKK ≥>=< ++ /
~

,
~

~1~1~
,

~ WXWX  
holds. If it is true, V returns 1; otherwise, V returns 0 and stops the execution. 
To resist the invertibility, V can also check that L~1

~
W  is a permutation of  

L~1G . 
(f) Executing again the steps from (b) until the error probability is negligible.     

4.2   Some Improvements and the Proof of the ZKWP Property 

The potential improvements of Construction 4 lie in four aspects. First, all 
operations are very common so that the system is simple and feasible. Second, it 
strengthens the blindness by adding another pseudo-random sequence onto the 
permutated version. As a result, the sample values do not reveal the movements of 
samples. Third, it resists the invertibility by using the permuted versions of a known 
sequence as the blinded watermarks such that a verifier in each round has the 
chance to verify their validity. The known sequence can also be deduced from a 
seed that has legislative significance, such as a social security ID. Hence a reverse 
engineering becomes more infeasible because it has to search for a detectable 
watermark by only permuting one sequence. Finally, the efficiency and ZKWP 
property can be explicitly proved by: 

Corollary 2 (Efficiency and ZKWP Property): If the SEO defined in Lemma 3 is 
secure, Construction 4 is a ZKWP system. And for every polynomial )(np , it can be a 

p(n)-time system with the error probability bounded by )(2 np− . 

Proof. By Lemma 3, computing LLLKK /
~

,
~

~1~1 >< ++ WX  is an SEO of computing 
LLLKK /, ~1~1 >< ++ WX . And in each round execution of Construction 4, there exists 

( ) 1 1),,(],)([ Pr ~1~1 ==++ TGVP LLKKXπ , if TLLLKK ≥>< ++ ~1~1 ,WX . (13) 

And for every verifier V, there exists 

( ) 2/1 1),,(],)([ Pr ~1~1 ==++ TGVP LLKKX , if TLLLKK <>< ++ ~1~1 ,WX . (14) 
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Thus the system is an OHIP system. By Lemma 2, for every polynomial )(np , it 
can be a p(n)-time IP system with the error probability bounded by )(2 np− . Now the 
corollary can be proved if only we can give a simulator *S  of the system. It also 
consists of two parts. The part simulating the system returning 1 is as follows: 

Construction 5 (Simulator of the System Returning 1, *1S ): Suppose that *1S  is to 
interact with itself. The following steps are to generate data identically distributed or 
computationally indistinguishable to the interactions of Construction 4 in case that a 
watermark exists. 

     
(a) Original                  (b) DCT of (a)           (c) Known Sequence 

       
(d) Permuted Watermark      (e) (b) embedded by (d)             (f) Distributed 

      
(g) Blinding Noise             (h) Permuted and Blinded (e) 

Fig. 2. Images from one of the experiments (In (c), (d) and (g), the signal energy is increased to 
make them more visible; only the middle part of the DCT coefficients are used) 
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(a) When no attack 
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(b) When attacked by JPEG 50% quality 

Fig. 3. Detection responses of randomly selected watermarks, legal watermarks in case of no 
pseudo-random noise, and legal watermarks in case of the noise respectively 

(a) *1S  computes iiKiKiK WXaXX ′+=′ +++ || , Li ≤≤1 , where L~1W ′ is a 
fabricated watermark. 

(b) *1S  randomly selects }1,0{∈S . 
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(c) If 0=S , *1S  is to simulate the step (b) of Construction 4. It randomly 
selects XOf ∈  and computes =′= ++++ ),(

~
~1~1~1 LLKKLKK f WXX  

+++ )( ~1 LKKX  ),( ~1 LW ′ , where  is a randomly selected permutation and 
 randomly chooses a pseudo-random sequence R, also denoted by 

),( ~1 LW ′ , from the solved sequences that satisfy 0)(, ~1 >≈′< LR W . If 
1=S , *1S  is to simulate the step (d) of Construction 4. It similarly selects 

XOf ∈ , lets g = , and computes )(
~

~1~1 LL g WW ′=′  and 
),(

~
~1~1~1 LLKKLKK f WXX ′′=′ ++++ . 

(d) *1S  randomly selects }1,0{∈V . If VS ≠ , it discards all interactions of 
this round from the step (b); or else it arranges the data into the desired order. 

(e) Going to the step (b) until sufficient data is collected. 

The part simulating the system returning 0 can be described in almost the same 
words as Construction 3. And the two parts can all be similarly validated as in the 
proof of Theorem 1.  

4.3   Experiments 

The goal of the experiments is largely to make sure that the pseudo-random noise 
added in each round of the verification does not interfere with the detection, even 
when the distributed version is attacked. To further simplify the algorithm, we just 
randomly select noises with a normal distribution of zero mean and unity variance. 
Fig. 2 gives some images in one of the experiments. In each experiment, the 
detections for a randomly selected watermark and a legal watermark in case of no 
noise, and the detections for a legal watermark in case of noise are respectively 
tested. Fig.3 displays the results. They show that the influence of such a noise in 
each round of the verification is so slight that it is far from being able to change the 
conclusions. 

5   Conclusions 

In this paper, we have proposed a framework for constructing, verifying and 
improving ZKWP systems by giving a generalized ZKWP system. Our study shows 
that the vital step to construct such a system is to find a secured equivalent operation 
that enables watermark detection in a blinded domain. We also demonstrated that it is 
possible to verify the zero-knowledge property by constructing a simulator of the 
system. Because the simulator paradigm is widely accepted in the literature of 
computation theory and cryptography, we think we have given a more formal and 
rigorous way to deal with ZKWP systems. Moreover, the framework in case of active 
attack or reverse engineering is also studied. The outcome shows that a ZKWP system 
just gives a more secure way of watermark verification instead of a whole scheme. A 
watermarking scheme embracing a ZKWP system may still need to implement the 
properties of robustness and noninvertibility by specific skills. Finally, we constructed 
a new ZKWP system to exemplify the use of the generalized method. 
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Abstract. The public watermarking schemes, which do not need the originals in 
ownership verification, have been proved invertible in nature. However, this 
paper is to demonstrate that some public but noninvertible schemes exist in the 
cases of the ill-posed linear embedding or nonlinear embedding. Since attackers 
have to solve an ill-posed linear or nonlinear system, they have great difficulty 
dividing a released version into their claimed original data and scaled 
watermarks, and in the meantime making the latter be the particular adaptive 
results based on the former. Since the inverted solutions are drastically 
perturbed and perceptually unacceptable, they can fail to cheat the private 
schemes. Furthermore, because the owner has the embedded watermark which 
jointly defines the embedding system, he or she can do the reverse engineering 
more precisely and ultimately differentiate himself or herself from the attackers 
in a public scheme, achieving the public but noninvertible schemes. 

1   Introduction 

In digital surroundings, the ease of duplicating perfect contents results in the spread of 
unauthorized copies. As a countermeasure, watermarking [1] has been proposed to 
verify the ownership, especially for multimedia products. It embeds copyright 
message into an original without perceptually degrading the distributed version, 
implementing the so-named imperceptibility, and tries to preserve the embedded 
watermark in case of attacks afterwards, implementing the so-named robustness. 
Watermarking can be classified by its detection parameters. Typically, if both the 
original and the embedded watermark are needed, it is called a private scheme; if only 
the latter is needed, it is called a public scheme. A watermarking attack can just aim at 
destroying or damaging the hidden watermark, but it has to maintain the perceptual 
quality for commercial usage. Therefore, the widely recognized attacks are moderate 
active attacks, which slightly tamper with the distributed version [2,3]. 

To resist the attacks, researches on watermarking concentrate on improving the 
robustness [1-3], but they have to face the problem of reverse engineering. In 
cryptography, Kerckhoff’s desiderata require that the security of algorithms should be 
built on keys, and it should be assumed that attackers know the algorithms [4]. 
However, to facilitate the applications, a watermarking scheme generally does not use 
an online authority. Attackers might then claim the ownership of an intact legally 
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released version by fabricating keys and data according to the well known algorithms. 
In some scenarios, a real owner might even gain no advantages. Craver et al. [5,6] 
named the situation the invertibility of watermarking. On the assumption that a scale 
factor for adjusting the embedding energy is constant, they researched the problem 
thoroughly. They found that the noninvertibility could be achieved by the 
cryptographic method, which generates the watermark from the hash value of an 
original. In actuality, the noninvertibility comes from the one-way hash function, 
which makes an attacker infeasible to divide a released version into their claimed 
original and watermark with the latter being the hash value of the former. From then 
on, the topic has been further discussed. Qiao et al. [7] adopted the method in 
constructing the noninvertible video watermarking. Adelsbach et al. [8] investigated 
the security of the method. Nevertheless, the method obviously has its limitations 
because the hash value has to be recomputed from the original in verification. Hence 
it is only applicable to private schemes, which assume the availability of the original 
in verification. Craver et al. and Qiao et al. all concluded that a public scheme, which 
does not use the original in verification, is intrinsically invertible since anyone could 
claim a watermark in the legally distributed version! 

With the development of adaptive watermarking, which adjusts the embedding 
energy according to the original [9,10], we think the invertible problem is worth 
further consideration. First, a variable scale factor can make the embedding be more 
complicated. Second, even in the cases that the embedding is linear, it might be ill-
posed [11] so that its inverse processing can hardly be precise, particularly when a 
guessed watermark is used. Third, an adaptive embedding can be intrinsically 
nonlinear so that its reverse engineering can be also tough. 

To answer the questions of how the changes influence the invertible problem and 
how to overcome it properly, especially in public schemes, this paper is to investigate 
the typical linear and nonlinear adaptive watermarking as well as the related reverse 
engineering. It will be found that adaptive watermarking can be noninvertible in 
nature if the scheme can induce and exploit the unavoidable perturbation in an 
attacker’s reverse engineering properly. In the case of a private scheme, an attacker 
has great difficulty dividing a released version into their claimed original and scaled 
watermark, and in the meantime making the latter be the particular adaptive result 
based on the former. And in the case of a public scheme, an attacker can hardly 
exhibit a reverse engineering with a low level perturbation as a real owner, who has 
the embedded watermark that jointly defines the embedding system. In the subsequent 
discussion, Sect.2 introduces the invertible problem and points out the potentials of 
adaptive watermarking. Sect. 3 investigates two approaches to implementing the 
intrinsic noninvertibility for both the private and the public schemes. Sect. 4 gives the 
results of some image experiments. Sect. 5 draws the conclusions. 

2   Cryptographic Noninvertibility Versus Intrinsic Noninvertibility 

To express our thinking, the generalized private and public watermarking, together 
with their invertible problems, will be given first. Then, after the limitations of the 
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current hash-function-based noninvertibility are pointed out, we shall give other 
possible approaches towards overcoming them. 

2.1   The Generalized Watermarking and Its Invertibility 

We first give a generalized embedding for both private and public schemes. Let x be a 
piece of an original or one of its transform domains which are all called an original in 
the sequel, w be ciphered copyright message, saying the watermark, and x′  be the 
watermarked and distributed version. Then the embedding can be expressed as 

),(),())(,( sxwaxwxxx eehe =⊗=⊗=′ , (1) 

where ) , ( ⋅⋅e , )(⋅h  and ⊗  represents the embedding, the perceptual adaptation and 
the operator of direct element multiplication between vectors respectively. The output 
of )(xh , denoted by a, is called the scale factor. And s is the scaled watermark 
adjusted by a. When a is constant, the scheme degrades to non-adaptive 
watermarking. Because a piece of cipher-text can be claimed the result generated 
from other plain-text with a fabricated keystream, the research on the invertible 
problem does not consider ciphering and takes the watermark w as fully coded and 
ciphered data or just a piece of pseudo-random bits. 

In the watermark verification of a generalized private scheme, the embedded 
watermark is to be extracted with the aid of the original and then compared with the 
claimed watermark. Suppose ),(1 xx ′−e  removes x from x′ , and )(1 x−h  scales down 
the output, where the superscript –1 indicates the reverse processing of an algorithm, 
or the inverse of a variant or vector, the extraction can be represented by 

),(),()( 1111 xxaxxxw ′⊗=′⊗=′ −−−− eeh . (2) 

Then the retrieved hidden watermark w ′  is compared with w by 

≥
<

=′=
Yes.

  No,
)(   ),,(

Tt

Tt
tcsimt Tww  (3) 

Here, with t for the similarity between w ′ and w and T for the recognition threshold, 
)(tcT  draws the conclusion about the existence of w. ) , ( ⋅⋅sim  often computes the 

correlation coefficient. 
In the watermark verification of a generalized public scheme, the hidden 

watermark is to be detected by only the claimed watermark. Let ) , ( ⋅⋅v denote the 
detection. Then the verification can be expressed by 

≥
<

=′=
Yes.

  No,
)(   ),,(

Tt

Tt
tcvt Twx  (4) 

The subsequent discussion will call an owner of an original Alice, and a deceiver 
Bob. Their data will be marked by subscripts A and B for Alice and Bob respectively 
whenever their differentiation is needed. For example, Ax  and Bx  are Alice’s 
original and that claimed by Bob respectively, while x can represent either of them. 
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With the above generalized watermarking scheme, it is easy to define the concept 
of invertibility [5,6]. A private watermarking scheme, ) ,,, ,( 11 −− hhsimee , is invertible 
(noninvertible) if there exists an decomposition, ),()( BBAd wxx =′ , which is 
computationally feasible (infeasible) to be found and satisfies 

),())(,( BBBBBBA ehe waxwxxx ⊗=⊗=′ . (5) 

As for a public watermarking scheme, ) ,, ,( 1−hhve , it is invertible (noninvertible) if 
there exists a deduction, BAd wx =′ )( , which is computationally feasible (infeasible) 
to be found and satisfies 

Tvt BAB ≥′= ),( wx . (6) 

Eq.(5) shows that Bob has ever watermarked his original and produced Ax ′ , which 
is the version distributed by Alice. Eq.(6) shows that Bob can verify the existence 
of his watermark in Ax ′ . The significance is that the concepts disclose the probable 
existence of reverse engineering on Ax ′  at no price of any perceptual degradation 
that is otherwise unavoidably introduced by an active attack. This paper does not 
discuss the latter case because the active attacks and robustness are beyond its 
scope. 

The mostly discussed reverse engineering [6] on Weber’s law based watermarking 
[1,12], where the embedded values are a small proportion of the sample values of an 
original, can here serve as an example of the above concepts. Suppose a denotes the 
proportion and w a legal or arbitrarily assumed watermark, then the equation of the 
embedding or reverse engineering can be expressed by 

,

)1(1        
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where E is the identity matrix. The inverted original can be expressed by 
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The watermarking scheme is obviously invertible. The false original Bx  can be 
solved out feasibly at the cost of only O(L). And the precision of the solution lies in 
the fact that )(1 iawB+  is near or exactly 1 so that Bx  is computationally stable. 
Moreover, the solved Bx  is perceptually similar to Ax′  or Ax  because )(1 iawA+  
and )(1 iawB+  are near or equal. Hence it is convincing also. 
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2.2   From Cryptographic Noninvertibility to Intrinsic Noninvertibility ? 

The existing countermeasure against the invertible problem is to make the embedded 
watermark one-way dependent on an original [6,7]. We here revise it so that it can 
cover the adaptive schemes. Let )(⋅hash  represent a hash function [4], and )(⋅lfsr  a 
linear feedback shift register (LFSR) [4]. Then the equation of the embedding or 
reverse engineering can be represented by 

Ahashlfsrh xxxx ′=+⊗ ))(()( . (9) 

Here, the mostly used additive watermarking is used, that is, )()() ,( ⋅+⋅=⋅⋅e , and the 
LFSR is used to generate a watermark from the hash value. Obviously, the 
noninvertibility is based on the fact that Bob has difficulty dividing Ax ′  into Bx  and 

BBh wx ⊗)( , and in the meantime satisfying ))(( BB hashlfsr xw = . The infeasibility 
in solving Eq.(9) can be proven by hash function’s one-way property [4]. Since the 
method borrows the idea from cryptography, we call the achieved property the 
cryptographic noninvertibility. However, its limitations are also apparent. First, the 
cryptographic operations make the embedding and the verification much complicated. 
Second, it is only applicable to private schemes since the watermark has to be 
regenerated from the original, which is unavailable in a public scheme’s detection.  

It is worth mentioning again that the current theories about the invertible problem 
were acquired on the assumption that the scale factor is constant [5,6]. However, we 
found that a reverse engineering can be more difficult in the case of adaptive 
embedding. Let us see, if )(⋅hash  and )(⋅lfsr  are omitted in Eq.(9), whether there still 
are potentials of the noninvertibility in the following revised equation: 

Ah xxwx ′=+⊗)( . (10) 

Notably, )(⋅h  might make the equation much complicated for the reverse engineering, 
and w can make the embedding become a ciphered and time-variant system [13]. 
Moreover, a pair of valid parameters, w and x, or only the w, can be reasonably 
required to satisfy the following criteria besides those expressed by Eq.(5) or Eq.(6): 

Minor Computational Error. In a private scheme, a claimed watermark w and 
original x should satisfy Eq.(10) within a normal computational error. That can be 
expressed by h A ≤′−+⊗ ||)(|| xxwx , where |||| ⋅  represents a matrix or vector norm 
[14] and  the upper bound of the allowed error norm. In actuality, an acceptable error 
can be so close to a rounding error of the embedding that Bob has to precisely solve 
the reverse equation. Other feasible methods [11,13], such as numerical estimation or 
signal restoration, can hardly be applicable. 

Perceptual Similarity. In a private scheme, any claimed original x should be 
perceptually similar to the distributed version Ax′ . As for a public scheme, if it 
requires a verifier, not an attacker, to restore Ax′  to a false original x ′′  by the 
compulsory ) ,( wx AR ′ , then ),( AAA R wxx ′=′′  is expected to be more similar to Ax′  
than ),( BAB R wxx ′=′′ . The reason is that it is Aw , not the guessed Bw , that jointly 
defines the embedding such that it is the valuable knowledge to the restoration. 
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Statistical Semblance. To prevent an attacker from acquiring some special or easy-
to-find solutions of the reverse equation, a claimed watermark should have statistical 
semblance, such as randomness, in either a private or a public scheme. In the sequel, 
we shall suppose that a verifier can use )(wS  to check the property. 

Based on the above consideration, we think it is possible to make the embedding of 
Eq.(10), in either private or public schemes, noninvertible by constructing a )(⋅h  so 
that a true owner can easily satisfy the criteria but a deceiver cannot. To acquire such 
a functional )(⋅h , two approaches might exist. First, in principle of the inverse 
problems [11], an inverse processing of a linear system can have difficulty finding a 
numerically stable solution when the system is ill-posed. The inverse processing is 
sensitive to slight errors of its input or system. The errors can be drastically enlarged 
so that the output becomes meaningless [11,13]. Hence we can change the left side of 
Eq.(10) into an ill-posed linear embedding by designing )(⋅h . Second, we can 
straightforwardly construct a nonlinear )(⋅h  so that the reverse engineering has to 
deal with the tough work of solving a nonlinear system. In either of the cases, Bob 
encounters the numerical difficulties, which can be expressed by 

′≥′
≥′

≤′−+⊗
= ⇔/

, ),(),(

),(
      

||)(||
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in a private scheme, and which can be expressed by 

′′′≥′′′
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in a public scheme. Here, ⇔/  means being infeasible to do something from left to 
right or vice versa. Since a scheme may reasonably require that any watermark should 
be coded from one alphabet, e.g. the simplest {0, 1} or {-1, 1}, computing a valid Bw  
with an assumed Bx  can be more difficult than computing a valid Bx with an 
assumed Bw . For example, having fabricated an Bx , Bob is unlikely to acquire a 
valid Bw  whose elements are composed of only -1 and 1. Hence we shall only 
consider the difficulty of / . 

In the above cases, we can expect that Alice gains advantages over Bob. First, she 
does not need to do a reverse engineering in a private scheme. Second, holding a 
correct watermark, she has more knowledge about the embedding so that Ax ′′  can be 
more precise than Bx ′′  in a public scheme. We shall show that it is just the advantages 
that ultimately differentiate Alice from Bob. Since the potential noninvertibility is a 
natural property of the embedding, we named it the intrinsic noninvertibility. The next 
section will investigate the methods that implement it. 

3   Constructing the Intrinsically Noninvertible Private and Public 
Watermarking Schemes 

This section is to construct and analyze the specific private and public watermarking 
schemes that fulfill our goal of implementing the intrinsic noninvertibility. The 
discussion will cover both the linear and the nonlinear approaches. 
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3.1   The Intrinsic Noninvertibility of Linear Watermarking 

To facilitate the investigation, the embedding to be discussed in this subsection is 
modeled as a spatial linear system in matrix form [13]. Let us first deal with the 1-
dimensional situation. Suppose an original is x(n), 1 , ,1 ,0 −= Ln , and the 
coefficients of an adaptive linear filter are h(n), hLn ±±=  , ,1 ,0 . Then the scale 
factor can be expressed by 

1 , ,1 ,0  ,)()()( −=−=
−=

Lnmnxmhna
h

h

L

Lm
e , (13) 

where )(nxe  extends x(n) by zero-padding, symmetrical extension etc. When zero-
padding is used, Eq.(13) can be expressed by 11 ××× ⋅= LLLL H xa , where 

T
L Laa )]1(    )0([1 −=×a , T

L Lxx )]1(     )0([1 −=×x , (14) 

and 

−

−

=×

)0(        
 )(         

                            

 )(                )(
                  

)(      )0(

hLh

LhLh

Lhh

H

h

hh

h

LL . (15) 

Here, LLH ×  denotes a matrix deduced from h(n), and T][⋅  the transpose of a matrix or 
vector. If w(n), 1 , ,1 ,0 −= Ln , represents a watermark, its diagonal form, denoted 
by ))(diag(ˆ nwW LL =× , where )(ˆ

, iwW ii = , and 0ˆ
, =jiW  whenever ji ≠ , is used to 

replace direct element multiplication with normal matrix multiplication. Then the 
equation of the embedding or reverse engineering can be expressed by 

, )ˆ()ˆ()(ˆ      

ˆ
11

xxxxx

xaxwaxsx

⋅+⋅=+⋅⋅=+⋅⋅=

+⋅=+⊗=+=′ ×××

EHWHWHW

W LLLLA  (16) 

where E is the identity matrix. Because EHW +⋅ˆ  is often a diagonally dominant and 
narrow band matrix [14], this paper presumes that its inverse always exists. The above 
model can be further extended to the 2-dimensional situation by the method in [13]. 
We do not give the steps for conciseness. 

By Eq.(16), we can perceive that the embedded watermark can also be verified by 
common detections. For example, in the case of a private scheme, the verification can 
subtract the claimed original from the distributed version, and correlate the result with 
the claimed watermark [12]; in the case of a public scheme, the distributed version 
can be directly correlated with the claimed watermark [15]. 

The above embedding seems easy to be inverted by ABB EHW xx ′⋅+⋅= −1)ˆ( . 
However, in principle of inverse problems [11] and signal restoration [13], Bob may 
have great difficulty acquiring an acceptable original without the knowledge of 
Alice’s ciphered watermark since it jointly defines her embedding system which is to 
be ill-posed. We have mentioned that the inverse processing of an ill-posed linear 
system is sensitive to errors of its system and input. Hence it would be better to see 
how the errors can affect the output before our further discussion. Suppose that 
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EHWC AA +⋅= ˆ , EHWC BB +⋅= ˆ  and AB CCC −=δ . Let x  denote x’s deviation 
resulting from the system error C  in solving AAABB CCC xxxx ′=+⋅+=⋅ )()( . 
By the theory of linear equations [14,16], x  can be estimated by 

, 
||)||||||(||||||||1

||)||||||(||||||||
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where |||| ⋅  represents a matrix or vector norm, e.g. the Euclidean norm. Moreover, 
the coding or rounding error x′  of the released version Ax′  can be regarded as 
Bob’s observation error of the input. It introduces new deviation in an inverted 
original. We tentatively disregard the deviation resulting from C . Thus we assume 
that the equation for Bob to solve is xxxxx ′+′=+⋅=⋅ CC AAABB )( . Likewise, 
by the theory of linear systems, we have 
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In actuality, |||||||| 1−⋅ CC  is defined as the condition number of C, often denoted by 
cond(C). C is well-posed if cond(C) is around 1, and ill-posed if cond(C) is 
significantly larger than 1. In practice, the combined perturbation can be estimated by 
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||||
)cond(

||||

||||
′
′

+⋅⋅≤
AA

A
A C

C
KC

x
x

x
x δδδ

 (19) 

where K is a positive integer. Then we can assume that Bob is infeasible to acquire an 
acceptable original if the embedding system has a large condition number. 

It is also necessary to investigate other probable ways of reverse engineering, 
though we have already pointed out that the methods based on numerical estimation  
and signal restoration are inapplicable under the restriction of minor computational 
error. First, exhaustively searching a functional Bw  is infeasible because there are 2L 
possible watermark. Second, one might attempt to retrieve an acceptable original in 
frequency domains. However, as we know, an ill-posed system is often low-pass, and 
vice versa [11,13]. For example, if Bob is to restore an original by 

)()(

)()(

)(

)()(
)(

jnjn
A

jnjn
A

jn
B

jnjn
Ajn

B
eCeC

eXeX

eC

eXeX
eX ωω

ωω

ω

ωω
ω

δ
δδ

+
′+′

=
′+′

= , (20) 

the errors will also be enlarged because the denominator of Eq.(20) has very small 
values over many frequency components. Third, the generalized inverse of matrices 
can be used in solving equations, but it cannot resist the ill-posedness also [14]. In 
addition, one might use iterative methods from the first sample to the last one or vice 
versa. However, each step of the iteration must assume the values used in the steps 
that follows. At the last stage of the iterations, no further assumptions can be made so 
that the values assumed just now have to validate both themselves and all the 
previously assumed ones. Hence the method is also infeasible, in particular when the 
filters or matrices with lager size are used. 
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If Bob is infeasible to acquire an acceptable original, he is already frustrated in a 
private scheme. However, how can we further frustrate him in a public scheme? To 
tackle the problem, we observe that Alice’s reverse engineering, which we named the 
self-inversion, on the version distributed by herself provokes the slighter perturbation 
because C  is zero in Eq.(19). Then, although the original is not required by the 
verification so that Bob is able to claim a watermark in the distributed version, he has 
difficulty exhibiting a reverse engineering with a low level perturbation as Alice. In 
actuality, the verifier can use the claimed watermark to invert the ill-posed embedding 
by the above method and draw his or her conclusion by analyzing the output. 

3.2  The Intrinsic Noninvertibility of Nonlinear Watermarking 

Having investigated the intrinsic noninvertibility of the ill-posed linear embedding, 
we shall further consider the nonlinear case. Similarly, the embedding to be discussed 
uses a perceptually adaptive filter. However, since the filter now is nonlinear, the 
embedding becomes a nonlinear system. As we know, a nonlinear system can have 
various forms [16]. To deal with the problem in a wider context as in constructing the 
above linear embedding, let us begin with the discussion of the typical nonlinear 
embedding as follows: 
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Here, 12 +hL  is the length of the adaptive filter, and )(kwAf  the nonlinear functions 
jointly defined by the different entries of a watermark and the nonlinearly adaptive 
filter ) ( ⋅h . Apparently, the nonlinear system is time-variant and much complicated. 
Nevertheless, the nonlinear part of each above function is in practice only used for 
scaling the watermark such that the embedding has most properties of additive 
watermarking. Hence the widely used detection methods [12,15] are also applicable 
here in either a private or a public scheme. 

The noninvertibility of the above embedding lies in the well recognized difficulty 
of inverting a nonlinear system. In general, most nonlinear system cannot be solved 
directly. And inverting a time-variant nonlinear system, of which some parameters are 
unknown, is particularly infeasible under our previously mentioned restrictions. The 
current numerical algorithms for solving nonlinear system of equations, such as 
Newton’s method, Broyden’s method, the steepest descent method, homotopy method 
etc. [16], all require the specific knowledge about the system they are facing, and 
almost all of them are iterative. They can be expressed as 

NkRRF kk ,,1,0),()(0)( )()1( ==== + xxxxx www . (22) 

Here, )(kx  is the result of the kth step with the exception that )0(x  is the assumed 
initial value. 0)( =xwF  can be regarded as the equivalent form of Eq.(21), and 

)(xwR  the iterative function of it. If the iteration converges, )( Nx  is expected to be 
more precise and perceptually acceptable in the case of a correct w, namely the Aw . 
For example, when Newton’s method is used, Eq.(22) can be expressed by 



 Towards the Public but Noninvertible Watermarking 227 

 

,,,1,0   
,0)()(

,
)()()(

)()()1(

Nk
FF kkk

kkk

=
=+′

+=+

xxx

xxx

ww

 (23) 

where )( )(k
wF x′  is the discrete derivative of wF  at )(kx  and )(kx  is the kth-step 

enhancement of the final solution. Obviously, when w is guessed, both )( )(k
wF x′  and 

)(kx  can have the deviation from what they should be. 
Finally, Alice still gains advantages over Bob since she already has a precise 

original and knows the embedding system by holding the correct watermark. In a 
private scheme, she does not need to do the tough work of inverting a nonlinear 
system. In a public scheme, to differentiate Alice from Bob, a verifier can use the 
claimed watermark to invert the nonlinear system by the compulsory method and 
draw the conclusion by analyzing the output. 

4   Experiments 

We divided our experiments into 5 groups, named G1-G5 respectively. The 
embeddings in G1 and G2 are linear, and those in G3 are nonlinear. Though all linear, 
G1 is designed to test the well-posed situations, while G2 to test the ill-posed 
situations. G4 and G5 are used to test the self-inversions of G2 and G3 respectively. 

    
(a) Scaled WM, G1   (b) Released, G1     (c) Inverted, G1          (d) (c) – (b) 

    
(e) Scaled WM, G2   (f) Released, G2     (g) Inverted, G2           (h) (g) – (f) 

    
(i) Scaled WM, G3   (j) Released, G3     (k) Inverted, G3           (l) (k) – (j) 

Fig. 1. A successful reverse engineering in G1 and two frustrated ones in G2 and G3 on image 
Lena (grayscales = 256, difference scale factor = 0.25) 
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Table 1. The condition numbers of 10 embedding systems in G1 and G2 

 0.22 0.225 0.23 0.235 0.24 0.245 0.250 0.255 0.260 0.265 

G1 2.563 3.139 3.294 3.503 3.793 4.137 4.738 5.267 5.972 6.176 
G2 6.621 113.48 1278.9 19383 25783 30045 51291 63787 82786 72896 

We here briefly introduce the methods that we used to design the experimental 
embeddings. Since the data perturbation often occurs in restoring low-passed signals 
[13], we decided using high-pass or low-pass embeddings to acquire the well-posed or 
ill-posed situations in G1 or G2 respectively. To hide the watermark, either a linear or 
a nonlinear embedding uses a perceptually adaptive filter h to analyze the degree of 
variation within local input. The more variable the input is, the more heavily the 
location is embedded. The filter estimates the variation by the mean difference of the 
gray levels between the processed pixel and its neighbors. In 1-dimensional cases, the 
filter coefficients can be represented by ]21  1  2/1[1 /−−=h  and ]21  1  2/1[2 /−=h  
for high-passing and low-passing respectively. In 2-dimensional cases, it is easy to 
construct two separable filters, whose coefficients can be expressed by 11 hh ⋅⋅ Tλ  and 

22 hh ⋅⋅ T  respectively. Here, , called the difference scale factor, is used to adjust the  
 

   
(a) Self-Inverted, G4                      (b) (a) – Fig.1(f)  

   
(c) Self- Inverted, G5                       (d) (c) – Fig.1(j)  

Fig. 2. The legal owner’s reverse engineering on the distributed version of his or her own 
(grayscales = 256, difference scale factor = 0.25) 
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total embedding energy. The systems constructed by this way enlarge or decrease the 
condition numbers effectively (Table.1). In nonlinear cases, the second and third 
powers of the differences can be used. Anyhow, a watermark is then multiplied by the 
output of a filter, and embedded. 
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G1: well-posed linear inv ersion
G2: ill-posed linear inv ersion
G3: nonlinear inv ersion
G4: self -inv ersion of  G2
G5: self -inv ersion of  G3

↑ G1

↑ G4↑ G5

↓ G3

← G2

 

Fig. 3. The normalized correlation coefficients between the distributed version and those 
inverted in G1-G5 respectively 

The experiments of the reverse engineering in different groups show different 
results (Fig.1). In G1, G2 and G4, the inverse of the embedding system’s transfer 
matrix is use to do the reverse engineering on the linear systems, while in G3 and G5, 
Newton’s method is used to solve the nonlinear systems. To be more efficient, an 
embedding and its inversion can each time use a block of enough large size, which in 
our experiments is of 150150× pixels. The results from G1 demonstrate that inverting 
a well-posed embedding almost always provokes a low level perturbation, which 
means the success. The experiments in G2 and G3 show that inverting an ill-posed-
linear or nonlinear embedding can be very tough in absence of the legal watermark. 
The inverted output is drastically perturbed and perceptually unacceptable. However, 
when the verifier or the owner, who has the hidden watermark, does the work, things 
become better (Fig.2). Hence the results of G4 or G5 not only differentiate themselves 
from those of G2 or G3, but also differentiate a legal owner from a deceiver. Fig.3 
quantitatively depicts the differences through the correlation coefficients between the 
distributed version and those inverted in G1-G5 respectively. 

5   Conclusions 

The existing countermeasure against the invertible problem of watermarking adopts 
the cryptographic method that one-way generates the watermark from an original. 
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However, it complicates both of the embedding and the verification, and particularly, 
it is not applicable to the more preferred public watermarking because it has to 
regenerate the watermark from the original, which is unavailable in the verification. 

To enhance or achieve the noninvertibility in both private watermarking schemes 
and public ones, this paper has introduced the concept of intrinsic noninvertibility and 
proposed two approaches to implementing it. The intrinsic noninvertibility means the 
naturally hard-to-invert property of an embedding. And we found such embeddings 
are often ill-posed-linear or nonlinear systems. In the case of a private scheme using 
the embedding, the attackers have great difficulty dividing a released version into 
their claimed original data and scaled watermark, and in the meantime making the 
latter to be the particular adaptive result based on the former. Their inverted solutions 
can even be drastically perturbed and not accepted by the scheme. In the case of a 
public scheme that exploits such noninvertibility, although a deceiver can still claim a 
watermark in the distributed version, he or she is infeasible to exhibit a reverse 
engineering by the claimed watermark with a low level perturbation like the real 
owner. The latter always gains advantages over an attacker because he or she holds 
the legal watermark, which jointly defines the embedding system. Compared with the 
existing countermeasure for private schemes, our proposed method is more efficient 
because it disposes of the cryptographic processing. And we also suggested a 
promising approach towards making a public scheme, which is widely considered 
intrinsically invertible, noninvertible. 
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Abstract. Buyer-seller watermarking schemes enable sellers to identify the 
buyer of illegally distributed contents by providing each buyer with a slightly 
different version. To protect the privacy of buyers, buyers’ purchase should be 
done anonymously, and unlinkability of contents purchased should be satisfied. 
In this paper, our concern is to generalize a buyer-seller watermarking protocol 
to multi-purchase environments. The problem of most schemes in the literature 
is that the number of keys held by buyer’s devices increases in proportion to 
that of contents purchased, if we apply it to multi-purchase case. Otherwise, 
they cannot provide unlinkability. We propose an efficient multi-purchase 
buyer-seller watermarking protocol satisfying anonymity and unlinkability, 
where a buyer executes registration step one time and the number of buyer’s 
necessary key is also one regardless of that of contents. Our second concern is 
to extend this scheme to the mobile communications. Our scheme reduces 
amount of buyers’ computations to the minimum by introducing a concept of 
mobile agents. 

Keywords: Copyright protection, buyer-seller watermarking, mobile communi-
cations, unlinkability. 

1   Introduction 

Protection of intellectual property in digital contents has been a subject of research for 
many years and led to the development of various techniques. Copyright marking 
schemes have been proposed as the important class of these techniques. They are the 
embedding of marks into digital contents that can later be detected to identify owners 
(watermarking) or recipients (fingerprinting) of the contents. While digital finger-
printing schemes enable a seller to identify the buyer of an illegally distributed con-
tent by providing each buyer with a slightly different version, digital watermarking 
schemes enable the seller/content owner to prove the rights of the contents by embed-
ding the seller’s information into the content. Buyer-seller watermarking scheme is a 
combination of traditional watermarking and fingerprinting techniques. 
                                                           
*  This work is partly supported by grant No. 01-2002-000-00589-0 from the Basic Research 

Program of the Korea Science & Engineering Foundation. 
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1.1   Related Works 

Qian and Nahrstedt first introduced buyer-seller watermarking scheme [1]. They solved 
the problem of rightful ownership that is usually ignored in most watermarking scheme. 
It is significant in the sense that their scheme was the first one to provide protection of 
buyer’s rights. But a seller with malicious intentions can falsely implicate an innocent 
buyer in this scheme, because the seller knows the watermark uniquely linked with the 
buyer. For example, this could be done by the malicious seller who may want to gain 
money by wrongly claiming that there are illegal copies around. 

This problem is overcome by Memon and Wong [2]. Here, a seller cannot create 
copies of the original content containing the buyer’s unique watermark, because he 
does not know the exact watermark of the buyer. Hence, if an illegal copy is found, 
the seller can obtain a means to prove to a third party that the buyer redistributed it 
and he can identify a copyright violator. However the drawback of these solutions 
[1][2] is that they do not provide a buyer’s anonymity. 

To protect buyer’s privacy, several anonymous schemes have been suggested 
[3][4][5][6]. The idea is that the seller can know neither the watermarked content nor 
the buyer’s real identify. Nevertheless the seller can identify the copyright violator 
later. The possibility of identification will only exist for a copyright violator, whereas 
honest buyers will remain anonymous. 

1.2   Our Contributions 

On the Case of Multi-purchase: In general, E-commerce system consists of a set of 
contents such as image, audio, a set of sellers and a set of buyers. Each buyer wants to 
buy some contents from a set of sellers. Then the sellers encrypt them with buyer’s 
public key and send them to the buyer in a general buyer-seller watermarking proto-
col. When the buyer receives the encrypted contents, he has to decrypt them with his 
own secret key to use them. But a typical buyer’s device holds a very limited memory 
and computation power. That is the reason we propose an efficient protocol for multi-
purchase environments. Let’s apply previous schemes to multi-purchase case. What is 
important in anonymous schemes is to offer anonymity of buyers and unlinkability of 
the contents. Anonymity means that a buyer can buy contents anonymously, and 
unlinkability means that anyone cannot determine whether the contents were pur-
chased by the same buyer. Consider the case that the anonymity holds and the unlink-
ability does not hold. Then, if a party can trace the buyer from a transcript by any 
other means, the party can also trace all transcripts of the buyer. In addition to this, it 
facilitates de-anonymization [7]. That is, given the history of linkable transcripts of an 
anonymous buyer, a party may compare the history with the seller’s information 
about when, what, and how many contents each person purchase, and thus may trace 
the buyer. Thus each content must be bought with different pseudonyms, because the 
same anonymous key implies that the buyer’s purchases are linkable. In order to ob-
tain several different pseudonyms, a buyer must go through the registration or water-
mark generation step several times in the previous schemes [3][4][5][6]. Besides the 
buyer must store secret keys as many as the number of contents to be purchased, be-
cause each content must be encrypted with different key separately [6]. It is very 
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inefficient. Table 1 shows the comparison with our scheme and extended [6] scheme 
that uses the original [6] scheme repeatedly in order to provide unlinkability of con-
tents in multi-purchase environments.  

Table 1. Comparison our extended one with extended [6] scheme 

 Extended [6] Our Scheme 
The number of Execution of W.G. Step*1    n*2 1 
The number of Encryption Key n n  
The number of Decryption Key n 1 
*1: Watermark Generation Step. 
*2: The number of digital contents that buyers want to buy. 

The results show that the number of the decryption key and execution of the wa-
termark generation step of our scheme is very smaller than that of [6] scheme. Our 
scheme is significant in the sense that  

1. The number of keys held by a buyer is constant regardless of that of contents 
purchased. The buyers can decrypt all encrypted contents with just one decryp-
tion key even if each content was encrypted with different key separately. 

2. It provides unlinkability even if all contents are decrypted with one key. That is, 
sellers and other buyers cannot determine whether any contents were bought by 
the same buyer. 

On the Case of Mobile Communication: In general, the watermarked content to be 
used for the seller’s ownership can be made in off-line, because every sold copy is the 
same. But the content with the unique buyer’s information can be made in on-line, 
because every sold copy is slightly different from the original contents and unique to 
its buyer. But most of schemes to trace a copyright violator are based on computa-
tionally unspecified black boxes. These protocols are embodied by difficult problems 
with much computation such as discrete logarithm problem or graph isomorphic prob-
lem. Their complexity is much too high to be materialized even in wire communica-
tion. Still less, buyer’s memory and computation power in mobile communications is 
smaller than wire one. Thus a buyer-seller watermarking protocol with high complex-
ity cannot be implemented in mobile communications.  

In this paper, we propose an anonymous buyer-seller watermarking scheme con-
sidering buyer’s device with a small memory and power for mobile communications. 
Our scheme is practical and secure from the following points. 

1. It reduces amount of buyers’ computations to the minimum because a mobile 
agent executes most of steps instead of the buyers. 

2. Even if the buyer delegated his information to the mobile agent, only the buyer 
can obtain the watermarked contents. 

3. The honest buyers cannot be identified as a copyright violator if the watermark-
ing algorithm used securely, even if the mobile agent does dishonest things such 
as collusion with the seller. 
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We compare our proposal with the previous schemes [3][4][5][6] (we especially 
compare our proposal with [6] scheme so-called “an anonymous buyer-seller water-
marking” of our scheme’s basis). Table 2 and 3 show the comparison with participa-
tors of each step and computational cost of the buyer.  

Table 2. Comparison between our proposal and the previous schems 

 [3][4] [6] Our Proposal 
Registration Buyer–RC*1 Buyer Buyer–RC 

Watermark Generation . Buyer–WCC*2 Mobile agent-WCC 
Watermark Insertion Buyer-Seller Buyer-Seller Mobile agent-Seller 

Identification Buyer, Seller, RC    Seller, WCC, Arbiter*3 Seller, WCC, RC 
*1: Registration Center, *2: Watermark Certification Center.  
*3: The arbiter should be fixed party in the [6]. 

Table 3. Comparison between our proposal and [6] under a single-purchase 

  [6] Our Proposal 
Communications pass 2-pass 1-pass 

Encryption algorithm execution number 1 0 
Watermark generation 

(Delegation) 
Signature algorithm execution number 1 1 

Communications pass 2-pass 1-pass 
Encryption algorithm execution number 1 0 
Decryption algorithm execution number 1 1 

Watermark insertion 

Signature algorithm execution number 1 0 

The paper is organized as follows. Section 2, where cryptographic primitives and 
building block are shown. Then, our protocol for multi-purchase is described in Sec-
tion 3, and we extend it to a protocol for mobile communications in Section 4. Secu-
rity and efficiency of the proposed scheme are discussed in Section 5. Finally, we 
conclude in Section 6. 

2   Preliminaries 

2.1   Building Blocks 

Our scheme is based on a private watermarking scheme and a public key encryption 
scheme with homomorphic property defined as follows. A cryptosystems RGE →:  
defined on a group ),( ⋅G  is said to be homomorphic if f  forms a (group) homomorph-

ism. That is, given )(xE  and )(yE  for some unknown Gyx ∈, , anyone can compute 

),( yxE  without any need for the private key. For instance, RSA cryptosystems has the 

property that )()()( yxEyExE ⋅=⋅ . Besides RSA, several other homomorphic crypto-

systems such as El-Gamal and Paillier cryptosystems are currently known. 
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Any robust watermarking scheme against various image processing operations, 
printing, rescanning and multiple-document (collusion) attack can be used in our 
scheme. For example, we can use a spread-spectrum watermarking techniques for 
collusion resistance. Here, a set of independent real numbers },,,{ 21 nwwwW =  

drawn from a zero mean, variance 1, Gaussian distribution is embedded into the n  
largest DCT AC coefficients of an image. Results reported using the largest 1000 AC 
coefficients show the technique to be remarkably robust against various attack. 

2.2   Notations 

For ease of exposition we assume that the content being sold is a still image, though 
in general the protocol is also applicable to audio and video data like [2]. We also 
assume that all of the underlying primitives are secure.  

Let )( bitsnp ≤ be a large prime such that 2/)1( −= pq is also prime. Let G  be a 

group of order 1−p , and let g  be a generator of G such that computing discrete 

logarithms to the base g  is difficult. 

The watermarking insertion step can be represented as WmageIemagI ⊕=′ , where 

 mageI : Original image to be a vector of “features”, },,{ 1 mimaimamageI = . 

 :W  Watermarks as a vector of “watermark elements”, },,{ 1 nwwW = , nm ≥ . 

 :⊕  Watermarks insertion operation. 
 DE / : Encryption/Decryption algorithm with homomorphic property. 
 :)(⋅Sign  Signature algorithm. 

Registration center, Watermark certification center, and buyer have a pair of a secr
et and a public key )],(),,(),,[(:),( BBWWRR yxyxyxyx such that pgy x mod= .   

3   A Buyer-Seller Watermarking for Multi-purchase 

In this section, we describe our buyer-seller watermarking protocol for multi-purchase 
environment. 

STEP 1. Registration 

1. The buyer chooses secret random 1Bx  and 2Bx  in pZ  such that pBBB Zxxx ∈=⋅ 21 . 

He sends 1
1

Bxgy =  and )( 2By xE
R

to the Registration center (RC). The buyer con-

vinces the RC of zero-knowledge of possession of 1Bx . The proof given in [8] for 

showing possession of discrete logarithms may be used here. 
2. The RC first decrypts )( 2By xE

R
 with his own secret key Rx  and then checks that 

)(mod)( 2
1 pyy B

xB = . If it is verified, RC returns to the buyer certificates 

)( 1yCert  that state the correctness of 1y . RC keeps 2, yyB , and )( 1yCert secretly. 
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STEP 2. Watermark Generation 
This protocol is performed between Watermark certification center (WCC) and the buyer. 

1. The buyer sends )( 1yCert and total  to the WCC. Here total  means the number of 

contents to be purchased. 
2. WCC first verifies )( 1yCert and if it holds, he generates t watermarks 

),,,( 21 tWWW  randomly )( ttotal = . Note that each },,,{ 21 iniii wwwW =  

ti ≤≤1 and W  mentioned in the section 2.1 has the same property.  

3. WCC chooses t  keys )(,,,, 21 pit Zkkkk ∈  randomly and computes 
**

2
*
1 ,,, tyyy  where ),( 1

* ii kk
i gyy = . Next, WCC encrypts each watermarks iW  

with *
iy  and ik  such that )||()(_ 1*

ii

i

kk
iiyi gyWWEWEnc ⋅== . Then he computes 

signature )||_(_ *
iixi yWEncSignWSign

W
= , which certifies the validity of the wa-

termark and also ensure that *
iy  was used to encrypt iW  as a public key. Here ||  

denotes a concatenation and the encryption algorithm is homomorphic mentioned 
in the section 2.1. 

4. The WCC stores )(,_,_, 1yCertWSignWEncW iii  secretly in the buyer’s fields of 

his DataBase DBW _ . Then he sends *,_,_ iii yWSignWEnc  to the buyer. 

5. The buyer verifies iWSign _  using the WCC’s public key. If it holds, he obtains 

the valid watermarks that can decrypt with his own secret key 1Bx .  

As mentioned before, the buyer can use the same )( 1yCert , even if he wants to 

obtain valid watermarks from the WCC continuously. 

STEP 3. Watermark Insertion 
This is an interactive protocol between a seller and the buyer. 

1. The buyer sends *,_,_ iii yWSignWEnc , itext , and )(_
1 ixi textSignBSign

B
=  to 

the seller (It does not matter the sellers are different persons or not). 

2. The seller verifies *,_ ii yWSign using the WCC’s public key and iBSign _  using 
*
iy . If the two aforementioned checks succeed, the next step proceeds. 

3. Let imageI  denote the original images which the buyer wants to purchase. The 
seller generates unique iV  randomly and embeds a unique watermark into contents 

imageI . Let iemagI ′  be the watermarked image with iV . When an unauthorized 
copy iemagI ′  is generated, this unique watermark iV  is used for identifying the 
original buyer of iemagI ′ . To embed the second fingerprint iW  generated by the 
WCC into iemagI ′  without decrypting )(* iy

WE
i

, the seller encrypts the water-
marked content iemagI ′  with *

iy  and finds the permutation iσ  satisfying 
))(())(( ** iiyiyi WEWE

ii
σσ = . Because of the homomorphic property of the encryp-

tion algorithm E used by the WCC, the seller can compute watermarked content 
)(* iy

emagIE
i

′′ by the following process. 
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4. The seller transmits )(* iy
emagIE

i
′′  to the buyer and stores 

iiiiii VyBSignWSignWEnc σ,,,_,_,_ *  in his DataBase DBSeller _ . DBSeller _  

is a table of records maintained by seller for image mageI  containing one entry for 

each copy of mageI  that she sells. 

5. The buyer decrypts the encrypted image )(* iy
emagIE

i
′′  and obtains the water-

marked image iemagI ′′ . Note that, buyers can decrypt the watermarked image en-

crypted with her owns private key 1Bx  such that 

)(
)(

)())((
)]([

11

*

* iiiixk
iiiii

iyx WVmageI
g

yWVmageI
emagIED

BiB
σσ

⊕⊕=
⋅⊕⊕

=′′ . 

STEP 4. Copyright Violator Identification  
When an illegal copy Y  of an original image mageI  is discovered, 

1. The seller extracts the unique watermark U  in Y  using detection algorithm. Then, 
he finds )1( jV j ≤  with the highest correlation and obtains the transaction infor-

mation involving jV  from the table by computing correlations of extracted water-

mark jV  and every watermark stored in DBSeller _ . The information consists of 

iiiiii VyBSignWSignWEnc σ,,,_,_,_ * . And the seller sends them with YmageI ,  

to an arbiter. 
2. The arbiter verifies iWSign _  with the WCC’s public key Wy . If the verification 

holds, the arbiter sends *
iy  to WCC. Then the WCC sends iW  back to the arbiter. 

3. The arbiter computes )( ii Wσ  and checks the existence of )( ii Wσ  in Y  by extract-

ing the watermark from Y  and estimating its correlations with )( ii Wσ . If there ex-

ists )( ii Wσ , he asks the real identity of the violator to RC and reveals the buyer’s 

ID to the seller. Otherwise, the buyer is innocent. 

4   A Buyer-Seller Watermarking for Mobile Communications 

In this section, we describe an anonymous buyer-seller watermarking for mobile 
communications. We use a mobile agent in order to reduce buyers’ computation 
amount. This scheme consists of the 5 steps as follows: Registration, delegation, wa-
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termark generation, watermark insertion, and copyright violator identification step. 
Because the registration step is the same as our first scheme mentioned before, we 
omit it in this section. And it also can be generalized to multi-purchase protocol, but 
we describe a single-purchase case for simplicity.  

STEP 2. Delegation 
An anonymous buyer with )( 1yCert and a mobile agent execute delegation step. Here,

 an anonymous buyer delegates the power of signing to the mobile agent. After this st
ep, the mobile agent is able to perform the rest steps on behalf of the buyer. 

1. A buyer issues the proxy certificates, )( pyCert to the agent. The certificates contai
ns his own identity 1y , signature to be signed with 1Bx  on a mobile agent’s public 
key, and text  (see Figure 1). Where text  is a string indicating the valid operations 
that the agent is allowed to perform while using the certificates. 

2. The buyer sends )( PyCert  and )( 1yCert to a mobile agent.  

Utilization of mobile agents to facilitate E-commerce is an appealing concept, esp
ecially when those operations are tedious or very difficult to perform by human users. 
But it is very difficult to assume the trust of mobile agent and the delegation key issui
ng protocol. The delegation to others can be risky because it has to carry the buyer’s p
rivate information to the mobile agent. This exposes the information to attacks becaus
e it is copies outside a protected environment. To solve this problem, we use a concept
 of proxy certificates, which avoid the need for the mobile agent to have access to the 
buyer’s private information, but still bind the owner to the contents of an order sheet. 

Buyer’s certificate

RC 
Signature

Buyer’s public 
key (y1)

(Anonymous) Buyer’s identity

Proxy certificate

Buyer’s 
Signature

Agent’s public 
key

(Anonymous) Buyer’s identity

WCC’s identity

WCC’s public 
key

RC 
Signature

WCC certificate

Buyer’s 
Signature

Signed document

Buyer-Agent’s certificate

WCC 
Signature

Buyer-Agent’s identity

Buyer-Agent’s 
public key (y*)

Fig. 2. Issuing new buyer-agent certificates and signature verification  

Fig. 1. Buyer binding with a proxy certificate  
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The concept of proxy certificates was first introduced in [9]. Here, we modify it like fi
gure 1. In our scheme, a proxy certificate is issued and signed by the owner of an agen
t. It contains the identity of the agent’s owner, and a set of constraints indicating the v
alid operations that the agent is allowed to perform while using that certificate. The bu
yer is bound to the actions performed by the agent through the owner’s identity and si
gnature in the proxy certificate. For this purpose, the identity in the proxy certificates 
must be the same as the identity in the buyer’s certificate. 

STEP 3. Watermark Generation 

1. The mobile agent sends )( PyCert  and )( 1yCert to the WCC. If proxy certificate 

and buyer’s certificate are correct (see figure 1), WCC generates a watermark 
W . In the multi-purchase case, he generates watermarks ),,,( 21 KWWW  ran-

domly as many as the number of contents. Note that },,,{ 21 iniii wwwW = . 

2. WCC chooses )( 00 pZkk ∈  randomly and computes ),( 00
1

*
1

kk gyy = . Next, he 

encrypts W  with *
1y  , 0k  such that )||()(_ 00

*
1

1
kk

y
gyWWEWEnc ⋅== . Then 

he computes )||_(_ *
1yWEncSignWSign

Wx= . 
3. The WCC issues new certificates for mobile agent (see figure 2). The certificate 

contains the identity of the buyer-agent *
1y . Of course, the WCC must verify not 

only identity of the buyer and mobile agent but also buyer’s signature on text . 
The text  in the buyer-agent certificates must be the same as that in the proxy’s 
certificate issued by a buyer. 

4. The WCC stores *
11

*
1 ),(),(),(,_,_, yyCertyCertyCertWSignWEncW p  secretly 

in the buyer’s fields of his DataBase DBW _ , and sends *
1,_,_ yWSignWEnc  

to the mobile agent. 

STEP 4. Watermark Insertion 
This is an interactive protocol between a seller and the mobile agent who must buy di
gital image instead of the buyer. 

1. A mobile agent sends WSignWEnc _,_ , )(, *
1

*
1 yCerty  the seller. 

2. The seller verifies the certificates using the WCC’s public key. If the verification 

holds, the seller generates unique V  randomly and embeds it into contents mageI . 

To embed the second fingerprint W  generated by the WCC into emagI ′  without 

decrypting )(*
1

WE
y

, the seller encrypts the watermarked content emagI ′  with *
1y  

and finds the permutation  satisfying ))(())(( *
1

*
1

WEWE
yy

σσ = . The process is 

the same as the one mentioned in the section 3 (STEP.3). 

nmWVmageIEemagIE
yiy

≥⊕⊕=′′ )),(()( *
1

*
1

σ  

3. The seller transmits )(*
1

emagIE
y

′′  to the mobile agent and stores WSignWEnc _,_ , 

)(, *
1

*
1 yCerty , σ,V  in his DataBase DBSeller _ .  
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4. The mobile agent sends )(*
1

emagIE
y

′′  to the buyer. The buyer decrypts 

)(*
1

emagIE
y

′′  and obtains the watermarked image emagI ′′ as follows. 

)(
)(

)())((
)]([

10
*
11

*
1 WVmageI

g

yWVmageI
emagIED

BB xkyx σσ ⊕⊕=⋅⊕⊕=′′ . 

STEP 5. Copyright Violator Identification  
When an illegal copy Y  of an original image mageI  is discovered,  

1. The seller finds V  as the same way in the section 3 (STEP5). The information that 

she obtains consists of WSignWEnc _,_ , )(, *
1

*
1 yCerty , σ,V . And the seller send

s them with YmageI ,  to an arbiter. 

2. The arbiter verifies WSign _  with the WCC’s public key Wy . If the verification h

olds, he sends )( *
1yCert  to WCC. Then the WCC sends W  back to the arbiter. 

3. The arbiter computes )(W  and checks the existence of )(W  in Y  by extracting 

the watermark from Y  and estimating its correlations with )(W . If there exists 

)(W , he reveal the real identity of the violator with the help of RC and WCC. 

5   Features and Security Analysis 

1. Anonymity: We assumed that the registration center does not reveal the buyer’s 
real identity if she is honest. Even if the seller and the mobile agent know a pseu-
donym 1y  they cannot know By . Because finding By  would require knowledge 
of 2Bx . It is know to only the buyer (except RC). Thus buyer’s anonymity is pro-
vided if the seller and the mobile agent cannot compute discrete logarithms. 

2. Unlinkability: In multi-purchase, not 1y  but t  different keys ),,( **
1 tyy  are 

transmitted to the sellers. And each watermarked image sold to a buyer must be 
encrypted with each different key for unlinkability of digital contents. Thus given 
two digital contents, nobody can decide whether these two contents were pur-
chased by the same buyer or not. 

3. Traceability: Due to the properties of the underlying encryption and digital signa-
ture techniques, we can assume that a malicious buyer cannot change or substitute 
watermarks generated by the watermark certificate center. The security of trace-
ability is the same as that of [2][6]. Sellers should insert a watermark iV  and 

)( ii W  in the right manner for his own interest. If she does not correctly insert iV  
or )( ii W , she would not be able to identify the original buyer of an illegal copy. 
Further a detecting function in the watermark detection must guarantees that the 
seller can extract the unique watermark iV  that belongs to a copyright violator. 
Besides, buyers cannot remove )( ii W  from iemagI ′′  even though he and his mo-
bile agent know iW . Because they do not know permutation function i . Thus the 
copyright violator can be traced in our scheme. 
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4. No Framing: Since, to forge Y  with the special watermark iW , the seller must 
know either the buyer’s private key 1Bx  or the buyer’s unique watermark iW . In 
our proposal, only the buyer knows his private key 1Bx  and his unique watermark 
if computing discrete logarithm is hard and used encryption algorithm (underlying 
primitives) is secure. Because mobile agents can obtain only watermark encrypted 
with buyer’s public key, the seller cannot recreate the buyer copy with specific 
watermark even if he colludes with the mobile agent. Thus an honest buyer should 
not be wrongly identified as a copyright violator. 

5. No Repudiation: Since only the buyer can decrypt encrypted watermarked con-
tents, the others (except WCC) cannot recreate the buyer’s copy. Only the buyer 
can obtain the watermarked contents even though the mobile agent executes its 
computations instead of him. Since the watermarked contents encrypted with 
buyer’s public key are transmitted. Thus the buyer accused of reselling an unau-
thorized copy should not be able to claim that the copy was created by the seller or 
other buyers. 

6. Collusion tolerance: As mentioned in section 2.1, our scheme has used robust 
watermarking algorithms against collusion attacks. We assumed that used algo-
rithms are secure. And these algorithms are estimated to be highly resistant at col-
lusion attacks. Our protocol is secure only as much as the underlying watermark-
ing techniques are secure and robust. 

7. Practical Possibility: In previous scheme [3][5][6], the buyer has to carry out the 
registration and watermark insertion step. On the contrary, the buyer executes the 
one-time registration step and delegation step in our scheme. Our scheme reduces 
buyers’ necessary key and computations amounts to minimum. Thus our scheme 
can be practically realized in real applications. We showed the proof in Table 1,2. 

8. Efficient extension: In our scheme, the buyer executes the registration step just 
one time regardless of a number of contents purchased. Besides, buyers can de-
crypt contents with one decryption key even if each content (watermarked image) 
is encrypted with each different key. If the previous schemes are applied to multi-
purchase protocol, the number of registration step execution and decryption keys 
increase in proportion to that of contents to be purchased in order to keep unlink-
ability. But the number of secret key stored in the buyer’s device is constant inde-
pendent of the number of contents purchased in our proposal. 

6   Concluding Remarks 

We generalized an anonymous buyer-seller watermarking protocol to multi-
purchase environment. Then we extend it to system be applicable to mobile com-
munications. Our proposal reduced the number of buyer’s necessary key and the 
amount of buyers’ computations to the minimum. We introduced a concept of mo-
bile agent with proxy certificates, which removes risk about exposure of the buyer’s 
private information. In result, we showed buyer-seller watermarking possible to 
actual practice. We expect that our scheme will be applicable to the customer-
centered commercial transaction and mobile communications that buyers have a 
small memory and computation power.  
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Abstract. In this paper, a tuning analysis of a robust audio watermarking scheme
is performed. The watermarking system analysed here uses a lossy compression
(MPEG 1 Layer 3) method to identify the frequencies at which the marking bits
will be embedded. Several tuning parameters affect the mark embedding and the
mark reconstruction processes. In previous papers, these parameters have been
tuned without any systematic methodology and, thus, the capacity, imperceptibil-
ity and robustness results of the watermarking scheme could be enhanced. As a
final result of the tuning analysis, some tuning guidelines are suggested for the
different parameters. In addition, the conclusions of this study can be extended to
other spread spectrum watermarking schemes for audio. In particular, the robust-
ness of this watermarking scheme can be enhanced whilst improving impercepti-
bility and reducing capacity, which is a somewhat counterintuitive result.

Keywords: Copyright protection, Audio watermarking, Frequency domain
methods.

1 Introduction

Watermarking is a copy detection technique whereby a digital information (e.g. an audio
file) is marked prior to its distribution. The embedded mark can be retrieved later to find
out whether the information is illegally distributed. From a construction point of view,
any watermarking scheme can be described in two stages: mark embedding and mark
reconstruction. Since the former determines the mark reconstruction process, the real
problem is where and how the mark should be embedded into the audio file.

The three basic properties a watermarking scheme should provide [1, 2, 3, 4] are
imperceptibility, capacity and robustness. Imperceptibility measures the distortion pro-
duced by the mark embedding process. Ideally, the mark embedded into the audio file
should be imperceptible for the listener, in such a way that the marked version of the
audio file is indistinguishable from the original one. Capacity is the amount of infor-
mation that can be embedded into the audio file, normally measured in bits per second.
Finally, robustness determines the resistance to accidental removal of the embedded
mark. All three properties are mutual dependent, for instance, increasing impercepti-
bility typically reduces capacity and, also, decreasing capacity decreases robustness.
Hence, a trade-off between them must be achieved.

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 244–258, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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Audio files allow multiple manipulations without affecting its perceptual quality.
For that reason, the mark embedding process of an audio watermarking algorithm can
be performed in many different ways. However, a convenient strategy to determine
where and how to embed the mark is to maximize robustness, since this is the most
important property of a watermarking scheme. On the other hand, imperceptibility can
be obtained exploiting the spectral characteristics of the audio signal to determine the
place where the mark should be embedded [5, 6, 7]. Other proposals [8] use echo coding
techniques which encode the mark by using different delays between the original signal
and the echo. Such a technique increases robustness against MPEG 1 Layer 3 audio
compression and digital-analog conversion, but is not suitable for speech signals with
frequent silence intervals. Robustness against various signal processing operations is
also increased in [9] by dividing the set of the original samples in embedding segments.
A more detailed state of the art in audio watermarking can be found in [3].

In this paper, we present a tuning analysis of the audio watermarking scheme for
Pulse Code Modulation (PCM) file formats suggested in [10]. The audio scheme sug-
gested here, following the ideas of [11], uses a lossy compression (MPEG 1 Layer
3) method to identify the frequencies at which the marking bits will be embedded.
Several tuning parameters affect the mark embedding and the mark reconstruction pro-
cesses but, in previous papers, these parameters have been tuned without any systematic
methodology. To improve the main watermarking properties: capacity, imperceptibility
and robustness, a systematic tuning method has been applied. The ideal goal of the tun-
ing adjustment is to obtain a optimal trade-off between a maximum capacity, a high
imperceptibility degree and a maximum robustness against the major number of attacks
of the StirMark benchmark for audio (SMBA) [12].

This paper is organized as follows. Section 2 describes the audio watermarking
scheme. In Section 3, we define the parameters used to measure the performance of
the proposed scheme in terms of imperceptibility, capacity and robustness. Section 4
presents the tuning analysis of the variable parameters used in the embedding algo-
rithm in order to determine the best configuration. Finally, Section 5 summarizes the
conclusions and suggests some guidelines for future research.

2 Audio Watermarking Scheme

The audio watermarking scheme presented in [13, 10] is described in the next sections.

2.1 Mark Embedding

Let the (mono) signalS to be marked be a collection of PCM samples (for example a RIFF-
WAVE1 file) and let SF be the spectrum of S computed with a Fast Fourier Transform
(FFT). The signal S is compressed using a MPEG 1 Layer 3 algorithm with a rate of R
Kbps (tuning parameter) and decompressed again to PCM format. The result of this com-
pression/decompression operation is a new signal S′, and its spectrum S′

F is obtained2.

1 RIFF-WAVE stands for Resource Interchange File Format-WAVEform audio file format.
2 Throughout this paper, the Blade codec [14] (coder/decoder) for the MPEG 1 Layer 3 algorithm

has been chosen and, thus, the psychoacoustic model of this codec is implicitly used.
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Now, the set of marking frequencies Fmark is chosen as follows:

1. All fi ∈ Fmark must belong to the relevant frequencies Frel of the original signal
SF :

Frel =
{

f ∈
[
0,

fmax

2

]
: |SF (f)| ≥ p

100
|SF |max

}
,

where fmax = 1/Ts is the maximum frequency of the spectrum, Ts is the sampling
time, p ∈ [0, 100] is a percentage and |SF |max is the maximum magnitude of the
spectrum3 SF . This means that the magnitude |SF (fi)| must be no lower than a
given percentage p (tuning parameter) of the maximum magnitude of SF .

2. Now, the frequencies to be marked are those for which the magnitude remains “un-
changed” after compression and decompression, i.e. when the relative error in the
magnitude is below some given threshold ε (tuning parameter):

Fmark = {f1, f2, . . . , fn} =
{

f ∈ Frel :
∣∣∣∣SF (f) − S′

F (f)
SF (f)

∣∣∣∣ < ε

}
.

Similarly, as done in the image watermarking scheme of [11], a 70-bit stream mark,
W (|W | = 70), is firstly extended to a 434-bit stream WECC (|WECC| = 434) using a
dual Hamming Error Correcting Code (ECC). This coding makes it possible to apply
the watermarking scheme as a fingerprinting scheme robust against collusion of two
buyers [15]. Finally, a pseudo-random binary stream (PRBS), generated with a crypto-
graphic key k, is added to the extended mark as it is embedded into the original signal.

Once the frequencies in Fmark have been chosen, the mark embedding process mod-
ifies the magnitude of the spectrum at the chosen frequencies as follows:

ŜF (f) =

⎧⎨
⎩

SF (f), f �∈ Fmark,

SF (f) · 10d/20 f ∈ Fmark, to embed ‘1’,
SF (f) · 10−d/20 f ∈ Fmark, to embed ‘0’.

i.e. the magnitude of SF (fi) is increased or decreased d dB (tuning parameter) in order
to embed a ‘1’ or a ‘0’, respectively4. The parameter d must be small to make the mark
imperceptible, but large enough to allow the reconstruction of the mark from an attacked
signal. Notice, also, that n (the number of frequencies to be marked) should be greater
than or equal to the length |WECC| of the extended mark (434 in our example). In a
typical situation, the mark is embedded tens or hundreds of times all over the spectrum
ŜF . Finally, the marked audio signal is converted to the time domain Ŝ applying an
inverse FFT (IFFT) algorithm. The whole mark embedding process is depicted in the
block diagram of Fig. 1 and can be denoted in terms of the following expression:

Embed (S,W, par. = {R, p, ε, d, k}) →
{

Ŝ,Fmark

}
.

3 Note that the spectrum values in the interval [fmax/2, fmax] are the complex-conjugate of
those in [0, fmax/2].

4 Since the spectrum components in SF are paired (pairs of complex-conjugate values), the same
transformation must be performed to SF (fi) and to its conjugate.
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k

Fig. 1. Mark embedding process

2.2 Mark Reconstruction

The objective of the mark reconstruction algorithm is to detect whether an audio test
signal T is a (possibly attacked) version of the marked signal Ŝ. It is assumed that T is
in PCM format. If it were not the case, a format conversion step (e.g. decompression)
should be performed prior to the application of the reconstruction process.

First of all, the spectrum TF is obtained applying the FFT algorithm and, then,
the magnitude at the marking frequencies |TF (fi)|, for all fi ∈ Fmark, is computed.
Note that this method is strictly positional and, because of this, it is required that
the number of samples in Ŝ and T be the same. If there is only a little difference in
the number of samples, it is possible to complete the sequences with zeroes. When
the magnitudes |TF (fi)| are available, a scaling (Least Squares) step is undertaken
in order to minimise the distance between the sequences {|TF (fi)| , fi ∈ Fmark} and{∣∣∣ŜF (fi)

∣∣∣ , fi ∈ Fmark

}
. This standard LS step provides with a scaling factor λ which

multiplies the sequence {TF } (see [13] for details). Now, the ri = λ|TF (fi)|/|SF (fi)|
ratios are computed and compared with 10d/20 to decide wether a ‘0’, a ‘1’ or a ‘*’ (not
identified) might be embedded at the i-th position:

ri ∈
[
10

d
20

(
100 − q

100

)
, 10

d
20

(
100 + q

100

)]
⇒ b̂i := ‘1’,

1
ri

∈
[
10

d
20

(
100 − q

100

)
, 10

d
20

(
100 + q

100

)]
⇒ b̂i := ‘0’.

If none of these two conditions are satisfied, then b̂i := ‘*’. Here, q ∈ [0, 100] (tuning
parameter) is a percentage and b̂i is the i-th component of the vector b̂ which contains a
sequence of “detected bits”. Finally, the PRBS signal is removed from b̂ to recover the
true embedded bits b. This operation must preserve the ‘*’ marks.
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Fig. 2. Mark reconstruction process

According to this equation, the parameter q cannot be freely chosen. In order to
recover ‘1’s and ‘0’s properly it is required that5.

10
d
20

(
100 − q

100

)
> 1 ⇔ q < 100

(
1 − 10−d/20

)
, (1)

Once b has been obtained, its length n will be greater than the length of the extended
mark (434 bits in this paper). Hence, each bit of the mark appears at different positions
in b: the i-th bit should appear at bi+434j for j = 0, 1, 2, . . . A voting scheme (see [13]
for details) is applied to choose wether the i-th bit of the mark is ‘1’, ‘0’ or unidentified
(‘*’). Let n0, n1 and n∗, be the number of ‘0’s, ‘1’s and ‘*’s identified for the same
mark bit. The voting scheme used in this method ignores the ‘*’ if n∗ is not more than
twice the difference |n1 − n0|:

bit :=

⎧⎨
⎩

‘*’ if n∗ > 2 |n1 − n0| or n1 = n0,
‘1’ if n∗ ≤ 2 |n1 − n0| and n1 > n0,
‘0’ if n∗ ≤ 2 |n1 − n0| and n0 > n1.

A more sophisticated method using weighted voting or a statistical analysis of the ratios
ri might be applied instead of this voting scheme. As a result of this voting scheme, an
identified extended mark W ′

ECC is obtained and the error correcting algorithm is used
to recover an identified 70-bit stream mark, W ′, which will be compared with the true
mark W . The whole reconstruction process is depicted in Fig. 2 and can be described
in terms of the following expression:

Reconstruct
(
T, S, Ŝ,Fmark, par. = {q, d, k}

)
→ {W ′, b} .

The proposed scheme is not blind, in the sense that the original signal is needed
by the mark reconstruction process. On the other hand, the bit sequence which forms
the embedded mark is not needed for reconstruction, which makes this method suitable
also for fingerprinting [16].

5 For d = 1, q < 10.8749, which is compatible with q = 10 chosen for the experiments (see
Section 4).
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2.3 Modification for Stereo Files

This section summarises a modification to the watermarking scheme, described in [10].
In the stereo case, the original signal Sstereo = [Sleft, Sright] consists of two separate
mono signals, one for the left channel (Sleft) and the other for the right channel (Sright).
In order to work with stereo signals, let us define a new signal S = Sleft+Sright and ap-
ply the mark embedding process described in Section 2.1 (Fig. 1) to S. In this case, the
modified signal S′ is obtained by summing S′

left and S′
right which result after compres-

sion/decompression. When the marking frequencies Fmark are available, the magnitude
modification step is applied to both Sleft and Sright independently at the same fre-
quencies. Since magnitude modification is a linear transformation, this is completely
equivalent to modify the magnitude of the signal S = Sleft+Sright. Once both channels

have been marked, the marked signal is denoted as Ŝstereo =
[
Ŝleft, Ŝright

]
.

The modification of the mark reconstruction method for the stereo case is straight-
forward. Given the test signal Tstereo = [Tleft, Tright], the mark reconstruction pro-
cess depicted in Section 2.2 can be directly applied using: S = Sleft + Sright, Ŝ =
Ŝleft + Ŝright, T = Tleft + Tright, and their corresponding spectra (SF , ŜF and TF ).

3 Performance Measures

As pointed out in Section 1, three main measures are commonly used to assess the
performance of the watermarking schemes: capacity, imperceptibility and robustness.

3.1 Capacity

Capacity (C) is the amount of information that may be embedded and recovered. In
order to measure C (often given in bps) for the scheme described in this paper, it must
be taken into account that the extended watermark is highly redundant: 70 bits of infor-
mation plus 364 bits of redundancy. Hence, only 70/434 of the marked bits n (the size
of Fmark) are the true capacity, i.e. C = 70n/(434l), where l is the length (in seconds)
of the marked signal. Nevertheless, note that this redundancy is useful to the robustness
of the method, as it allows to correct errors once the extended mark W ′

ECC is recovered.

3.2 Imperceptibility

Imperceptibility is the extent to which the embedding process leaves undamaged the
perceptual quality of the marked object. In other words, it is concerned with the audio
quality of the marked signal Ŝstereo with respect to Sstereo. In this paper, the signal-to-
noise ratio (SNR) is used to assess imperceptibility. Given a signal σ and a disturbed
version σ̂, the SNR measure determines the power of the original signal relative to the
noise:

SNR =
∑N

i=1 σ2
i∑N

i=1 (σi − σ̂i)
2 ,

where N is the number of samples and σi (σ̂i) denotes the i-th sample of σ (σ̂). Usually,
SNR values are given in dB by performing the operation 10 log10(SNR). Both the left
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and right channels are considered in the stereo case: σ = [Sleft;Sright], where “;” stands
for the append operator. Although SNR is a simple way to measure the noise introduced
by the embedded mark and can give a general idea of imperceptibility, it does not take
into account the specific characteristics of the Human Auditory System (HAS) and,
thus, better measures should be used in the future research. In particular, the use of HAS
models should be investigated [17] or auditive perceptual tests might be performed.

3.3 Robustness

Robustness is the resistance to accidental removal of the embedded bits. The robustness
of the suggested scheme has been tested for 43 different attacks of the SMBA [12],
version 0.2, using default values for the parameters of the attacks. The attacks which
modify the number of samples in a significant way (CutSamples, ZeroLength, ZeroRe-
move, CopySample and Resampling) cannot be tested with the current version of the
scheme. In addition, the attack AddFFTNoise destroys the audio file (it produces no
sound) and has not been included in the results.

Robustness has been assessed using a correlation measure between the embedded
mark W and the identified mark W ′. Let Wi and W ′

i be, respectively, the i-th bit of W
and W ′, and let

βi =
{

1, if Wi = W ′
i ,

−1, if Wi �= W ′
i .

Now, the correlation is computed, taking into account βi for all |W | bits (70 in our
case) of the mark, as follows: Correlation = 1

|W |
∑|W |

i=1 βi. This measure is 1 when all
|W | bits are correctly recovered (W = W ′) and −1 when all |W | bits are misidentified.
A value of about 0 is expected when 50% of the bits are correctly recovered, as it
would occur if the mark bits were reconstructed randomly. In this paper, we consider
that the watermarking scheme survives an attack if the correlation is greater than or
equal to 0.8, i.e. if at least 90% of the mark bits are correctly recovered. The results
for robustness are shown as an integer number (denoted by Rob) in the range [0, 43],
which means how many attacks have been survived by the scheme out of the 43 attacks
performed. Thus, values approaching 43 mean that the method is robust.

4 Tuning Analysis

In this section, a tuning analysis of the parameters R, p, ε, d and q of the watermarking
scheme described in Section 2 is performed. The watermarking scheme has been imple-
mented using a dual binary Hamming code DH(31, 5) as ECC and the pseudo-random
generator is a DES cryptosystem implemented in an Output Feedback (OFB) mode. A
70-bit mark W (resulting in an encoded WECC with |WECC| = 434) was embedded.

To test the performance of the suggested audio watermarking scheme (the modifica-
tion of Section 2.3), different files provided in the Sound Quality Assessment Material
(SQAM) page [18] have been used. In order to synthesise the results as much as possi-
ble, only the experiments performed for the (stereo) violoncello (melodious phase) file6

6 In fact, only the first ten seconds (441000×2 samples) of the file have been taken into account.
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are shown. Completely analogous results have been obtained for the other files in this
corpus set (including instrumental music, voice music and speech). The reason for this
choice is that the violoncello file is an average case as capacity is concerned (three times
the minimum capacity and one fourth the maximum capacity obtained for the SQAM
corpus). Therefore, the results should not be biased in either direction.

The experiments performed in this section start from a “nominal” tuning of the dif-
ferent parameters: R = 128 Kbps (the most commonly used bit rate), p = 2 (only the
frequencies for which the magnitude of SF is, at least, a 2% of the maximum mag-
nitude are considered relevant), ε = 0.05 (a magnitude is considered unchanged after
compression/decompression if it varies less than a 5%), d = 1 dB (the disturbance of
the spectrum at each marking frequency) and, finally, q = 10 (a ±10% band is defined
about d in order to reconstruct ‘1’s and ‘0’s). In each experiment, one of these param-
eters will vary whilst keeping the rest unaltered in order to analyse the effect of that
parameter. In this nominal case, the results obtained with the watermarking scheme are:
{C = 61.08 bps, SNR = 18.95 dB, Rob = 35} i.e., the mark is embedded more than 8
times (8 · 70 = 560 < 610 ≈ 61.08 · 10 < 630 = 9 · 70) within the file (10 seconds),
the power of the noise introduced by watermarking is roughly 0.01 the power of the
original signal and the scheme survives 35 attacks out of 43.

The influence of the tuning parameters on these three properties can be told a priori.
The parameters R, p and ε determine how many frequencies are chosen for watermark-
ing and, thus, they affect both the imperceptibility of the mark and the capacity of the
watermarking scheme. Since the marking frequencies are chosen according to the dif-
ference between S and S′, the rate R is a key parameter in this process. The percentage
p determines which frequencies are significant enough to be taken into account and,
thus, this is a relevant parameter as capacity is concerned. Finally, the relative error ε
is used to measure wether two spectral values of S and S′ are taken to be equal, which
also affects the number of marking frequencies. The larger the number of marking fre-
quencies is, the more perceptible the mark becomes. This establishes a link between
the imperceptibility and the capacity of the watermarking scheme. Hence, a trade-off
between imperceptibility and capacity must be achieved. Note, also, that capacity is
related to robustness, since it is expected that the scheme becomes more robust as the
mark is replicated more times in the mark embedding process. The parameter d does
not affect the number of marking frequencies, but it is directly related to imperceptibil-
ity. The greater d is chosen, the more distortion is introduced in the mark embedding
process. On the other hand, low values of d would affect robustness negatively, since
the mark would be more easily removed. Thus, a trade-off value must be chosen. Fi-
nally, q is used only in the mark reconstruction process. Therefore, it does not have any
influence on capacity or imperceptibility, but it affects the way that the mark bits are
recovered from an attacked signal. The effect of this parameter on robustness must be
analysed. In the next sections, the effect of the different tuning parameters is examined.

4.1 Bit Rate R

Here, the tuning parameters (p, ε, d, q) are fixed to the nominal values: (1, 0.05, 1, 10),
whereas R takes the values:

R ∈ {32, 40, 48, 56, 64, 80, 96, 112, 128, 160, 192, 224, 256, 320} Kbps.
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Fig. 3. Tuning results for the bit rate R

The results are displayed in Fig. 3, where a square mark shows the nominal value
R = 128 Kbps. It can be observed that capacity increases with the bit rate R, as ex-
pected, since the larger R is, the more similar S and S′ become. In addition, as capacity
increases, the imperceptibility of the mark decreases, since the magnitude of the spec-
trum is modified at more frequencies. Finally, we can see that there is not a clear link
between this parameter and robustness. The number of survived attacks varies from 33
to 38 for different values of R, but there is not a monotonic pattern for this variation.

4.2 Magnitude Modification d

The parameter d describes how many dB the magnitude of the original signal is mod-
ified at the marking frequencies. Therefore, it only affects imperceptibility and robust-
ness but not capacity (the number of marking frequencies) which is constant and equal
to the nominal value C = 61.08 bps. In this section, the parameters (R, p, ε) are fixed
to the nominal values (128, 2, 0.05) whereas d varies. In this case, the parameter q must
vary accordingly, as shown in Equation 1. Taking into account that the nominal tuning
is (d, q) = (1, 10), whereas the the maximum q obtained for d = 1 is 10.8749, we have
chosen a 10/10.8749 factor applied to Equation 1 to determine the value of q associated
with each value of d, giving the pairs7:

(d, q) ∈ {(0.1, 1), (0.2, 2), (0.5, 5), (1, 10), (2, 19), (5, 40)}.

The results obtained with these values are shown in Fig. 4 where, again, the square
mark is used for the nominal value (d, q) = (1, 10). Note that imperceptibility clearly
increases as d decreases, as expected. SNR values of about 20 dB are obtained with
the nominal value d = 1 dB, which means that the noise introduced by the mark is
about 0.01 times the power of the original signal. With the value d = 0.2 dB, the SNR

7 Since q is a percentage, we have used rounded values.
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Fig. 4. Tuning results for the magnitude modification d

increases to over 30 dB, meaning that the noise introduced is less than 0.001 times the
power of the original signal. As a result of an increased imperceptibility, the scheme is
less robust for lower values of d (for example, the number of survived attacks reduces
to 31 for d = 0.2 dB, compared with the 35 attacks survived for d = 1 dB). However,
when imperceptibility is the priority, d should be chosen for tuning. This experiment is a
good example of the link between imperceptibility and robustness. Usually, an increase
in the former produces a decrease in the latter and conversely.

4.3 Percentage p

In this section, the nominal parameters are (R, ε, d, q) = (128, 0.05, 1, 10), whereas p
takes the values {0.2, 0.5, 1, 2, 5, 10, 20}. The results are displayed in Fig. 5 where, as
usual, the square mark indicates the nominal value p = 2. Note that the horizontal axis
in the robustness (bottom) graph is different from the rest. The reason for this is that
p = 20 has a very low capacity C = 4.29 bps and, thus, there is no room for even
a single copy of the mark. Hence, the last result for robustness has been obtained for
p = 10. The figure shows that the larger p is, the lower the capacity becomes. This was
absolutely expectable since p limits the amount of candidate marking frequencies. A
value near 0 means that all frequencies for which the magnitude does not vary between
S and S′ would be marked. As p approaches to 100, only the frequencies with a large
magnitude can be chosen. At the same time, any increase in capacity leads to a decrease
in imperceptibility and conversely. But, the more surprising thing about this experiment
is the robustness results. Intuitively, one may think that a greater capacity (more marked
frequencies) should improve robustness, but the results are the opposite. The number of
survived SMBA attacks increases when capacity decreases. The reason for this pattern
of behaviour is that it is better to mark fewer frequencies, if they are significant, than to
mark many frequencies which are more easily disturbed by the attacks in the SMBA.
Notice that this result makes it possible to improve robustness and imperceptibility at
the same time by increasing p.
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Fig. 5. Tuning results for the percentage p

4.4 Relative Error ε

Here, the fixed parameters are (R, p, d, q) = (128, 2, 1, 10) and ε takes the values
{0.01, 0.02, 0.05, 0.1, 0.2}. The results, shown in Fig. 7 (with a square mark for the
nominal value), are analogous to those obtained by tuning p. As ε is larger, more fre-
quencies are candidate for marking, since the relative error between the spectra of S
and S′ can be greater. Consequently, imperceptibility behaves in the opposite direction.
Similarly as obtained for p, the tuning of ε makes it possible to improve both impercep-
tibility and robustness (choosing low values of ε). The conclusion of this experiment
is that it is better to choose those frequencies for which the magnitude is really unal-
tered (note that “exactly unaltered” means ε = 0) after compression/decompression.
Again, the results obtained improve when the chosen frequencies are really significant,
but when the tuning parameter is ε instead of p, the sense of “significant” is “unaltered
by the compression algorithm” rather than “with a large magnitude”.

4.5 Tuning the Percentage q

The last parameter to study is the percentage q used to recover the embedded bits. The
fixed parameters are (R, p, ε, d) = (128, 2, 0.05,2), where d has been increased from
1 to 2 with respect to the nominal case. The reason for this increase in d is that it allows
a greater variation in the percentage q as shown in Equation 1. The values chosen for q
are {0.5, 1, 2, 5, 10, 15, 19}. The only property modified by this parameter is robustness,
since it does not affect the mark embedding process at all. The results are shown in Fig.
6, where it can be observed that robustness increases monotonically with q. Thus, the
conclusion is that it is better to choose q as large as possible (always satisfying the
bound given in Equation 1).

Note that this result can lead to a simplified mark reconstruction process. If the
percentage q is set as large as possible, there is no need to check the intervals for
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Fig. 7. Tuning results for the relative error ε

the ratios ri (see Section 2.2). A simpler procedure8 would assign bi := ‘1’ when
λ |TF (fi)| > |SF (fi)| and bi := ‘0’ when λ |TF (fi)| < |SF (fi)|. In addition, this
would also simplify the voting scheme, since n∗ would always be 0.

4.6 Tuning Guidelines

In the light of the experimental tuning results presented above, some tuning guidelines
for the different parameters are suggested and tested in this section.

The parameter R can be tuned for capacity and imperceptibility. The increase in
capacity is low for rates R > 128 Kbps, thus, this may seem a good choice. If im-

8 This simpler procedure is not exactly equivalent to choosing the largest possible values for q,
since ri values greater than the upper limit of the interval for ‘1’s result in bi := ‘0’ instead
of bi := ‘*’. The same occurs for ri values lower than the lower limit of the interval for ‘0’s.
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Table 1. Performance results for 9 tuning settings

p = 2, ε = 0.01 p = 5, ε = 0.02 p = 5, ε = 0.01

Capacity C = 18.15 bps C = 24.74 bps C = 12.74 bps

d = 1, q = 10
SNR = 19.49 dB SNR = 19.70 dB SNR = 19.89 dB

Rob = 38 Rob = 38 Rob = 38

d = 0.5, q = 5
SNR = 25.52 dB SNR = 25.75 dB SNR = 25.87 dB

Rob = 36 Rob = 36 Rob = 36

d = 0.2, q = 2
SNR = 33.48 dB SNR = 33.72 dB SNR = 33.85 dB

Rob = 36 Rob = 36 Rob = 36

perceptibility is the priority, lower values of R can be chosen. As d is concerned, a
trade-off between imperceptibility and capacity should be obtained. A value of d = 1
yields SNR about 20 dB, though this value, of course, depends on the particular file.
If better imperceptibility is required, d = 0.5 or lower might be used, but taking into
account that this would affect robustness. The parameters p and ε have a similar effect
on capacity, imperceptibility and robustness. In general, 1 ≤ p ≤ 5 would provide good
robustness and imperceptibility (larger values produce very low capacity). On the other
hand, low values of ε are advisable, for example ε = 0.01. It must be taken into account
that reducing ε and increasing p at the same time will have a double effect on impercep-
tibility and capacity, thus, caution must be taken when tuning these parameters. Finally,
the best choice for q is the largest possible value of Equation 1.

Taking these guidelines into account, we have tested 9 different tuning settings:

(p, ε, d, q) ∈ {(2, 0.01), (5, 0.02), (5, 0.01)} × {(1, 10), (0.5, 5), (0.2, 2)} ,

all of them using R = 128 Kbps. The performance results are displayed in Table 1.
Capacity does not depend on (d, q), and, as expected, the minimum capacity is obtained
for (p, ε) = (5, 0.01). Surprisingly enough, although capacity is really low (not even
enough for embedding the mark twice in the last column), the robustness results for
(d, q) = (1, 10) are the best (38 survived attacks) among all the experiments performed
with this file. The rows for (d, q) = (0.5, 5) and (d, q) = (0.2, 2) show that it is possible
to improve imperceptibility, even above 30 dB, at the price of decreasing robustness.

5 Conclusions and Future Research

In this paper, a tuning analysis on a frequency domain audio watermarking scheme
is performed. The watermarking system uses MPEG 1 Layer 3 compression (and de-
compression) in the mark embedding process in order to determine which frequencies
should be chosen for watermarking. In this process, several parameters are used: the
bit rate of the compressed file (R Kbps), the percentage of the maximum magnitude
to choose candidate frequencies (p), the relative error between the magnitudes of the
original and the compressed files at a given frequency (ε), and the amount (d dB) that



Robust Frequency Domain Audio Watermarking: A Tuning Analysis 257

a magnitude is disturbed in order to embed a mark bit. An additional parameter is re-
quired for the mark reconstruction process, a tolerance percentage (q) about ±d dB in
order to recover ‘1’s and ‘0’s.

The experiments show that R affects capacity and imperceptibility. Large values of
R (about 128 Kbps) produce large capacity at the price of decreasing imperceptibility.
The parameter d affects imperceptibility and robustness only, making it possible to
enhance imperceptibility (even to over 30 dB in SNR) by loosing some robustness.
The most interesting result has been provided by the tuning analysis of the parameters
p and ε. These parameters can be tuned in such a way that both imperceptibility and
robustness are enhanced at the same time. Some examples show that it is possible to
reduce capacity and increase robustness, a possibility which is quite counterintuitive.
As q is concerned, the experiments show that it is better to choose the tolerance bands
about ±d dB as large as possible to recover the mark bits. The tuning experiments have
led to tuning guidelines which have been also proven successful.

There are several directions to further the research presented in this paper. The first
one, is to use alternative measures for imperceptibility. SNR values do not take into
account the properties of the Human Auditory System and other methods should be ap-
plied. As robustness is concerned, some modification of the scheme is required to cope
with attacks which change the number of samples in the attacked signal in a signifi-
cant way. In addition, the scheme suggested here requires the whole file both for mark
embedding and for mark reconstruction. The possibility of working only with pieces
should be addressed. Finally, security should be the aim of all watermarking schemes.
Of course, this scheme is still far from being secure. A secure scheme should be able
to survive attacks designed by someone who knows the watermarking algorithm except
from a (secret) key.
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Abstract. In this paper, we present a watermarking technique for authentication 
of 3-D polygonal meshes. The proposed technique is based on a wavelet-based 
multiresolution analysis to convert an original polygonal mesh model into a 
simplified mesh model and wavelet coefficient vectors. The embedding proce-
dure is to modify the vertex of a simplified mesh model at a low resolution  
according to the order of norms of the wavelet coefficient vectors using a look-
up table. The watermark extraction process is to restore the binary logo pattern 
by extracting a binary watermark bit from a look-up table corresponding to the 
watermarked simple mesh.  The experimental results show that the proposed 
method is invariant to the location, scale and rotation transformation while de-
tecting unauthorized modifications. 

1   Introduction 

Digital watermarking provides an embedding technology for copyright protection or 
authentication of digital contents by hiding information in the original data. Until 
now, many researches have been intensively done on the watermarking technique for 
digital text, image, video, and sound signals. On the contrary, there are no effective 
ways to protect the copyright of 3D geometric models and to detect the unauthorized 
tampering on them. But recently, several researchers have begun to have an interest 
about watermarking of 3D models and presented their research results. 

Theoretically, the principle of watermarking for multimedia data can be grouped 
into two categories; spatial domain methods and frequency domain methods. The 
spatial domain method embeds the watermark by directly modifying a digital repre-
sentation structure of the original data. The frequency domain method, however, em-
beds the watermark by modifying the coefficients resulted from applying a various 
transformation to given data. 

In the spatial domain watermarking for 3D polygonal model, the pioneer work has 
been conducted by Ohbuchi et al.[1]. They proposed several watermarking algorithms 
for polygonal models including Triangle similarity quadratic (TSQ), Tetrahedral  
                                                           
1  This study was financially supported by Chonnam National University in his/her sabbatical 

year of 2003. 
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volume ratio (TVR) and a visible mesh-watermarking algorithm. Benedens [2] subtly 
altered surface normals to embed watermark bits, and the watermark could survive 
simplification attacks. Yeo and Yeung [3] used a hash function to generate the cryp-
tographic watermark signal and embed the watermark by perturbing the coordinates 
of vertices forming a given polygonal model. 

On the other hand, in the frequency domain watermarking method, Praun et al. [4] 
proposed the most successful robust mesh-watermarking algorithm that generalized 
the spread spectrum techniques to surfaces. And Yin et al. [5] adopted Guskov’s mul-
tiresolution signal processing method for meshes and used the 3D non-uniform re-
laxation operator to construct a Burt-Adelson pyramid for the mesh, and then the 
watermark was embedded into a suitable coarser mesh. Kanai et al. [6] used the wave-
let transformation to obtain multiresolution decomposition of polygonal mesh, and 
then embedded the watermark into the large wavelet coefficient vectors at various 
resolution levels of the multiresolution representation. Finally, Ohbuchi et al. [7] 
employed the mesh spectral analysis to modify mesh shapes in the transformed do-
main, and also Kohei et al. [8] computed the spectrum of the vertex series using the 
singular spectrum analysis for the trajectory matrix derived from the vertices of 3D 
polygonal mesh, and then embedded the watermark into the singular values given 
from spectrum analysis. 

In this paper, we propose a new fragile watermarking algorithm for the authentica-
tion of 3D polygonal models using wavelet transformation. Firstly, we employ the 
multiresolution analysis using the subdivision method proposed by Stollnitz et al. [9] 
and derive a simple mesh that is topologically equivalent to the given polygonal mesh 
model and the collection of wavelet coefficient vectors. Next, we compute the norm 
of all wavelet coefficient vectors to identify the vertex in a simple mesh where a wa-
termark is embedded. The watermark of a logo image is inserted into the coordinate 
of vertices using the look-up table. 

The structure of this paper is organized as follows. In Sec. 2, we briefly review the 
multiresolution analysis theory for 3D polygonal mesh models using the wavelet 
transformation. In Sec. 3, the proposed watermark embedding and extracting algo-
rithm are described in detail. Experimental results are given in Sec. 4. Finally, the 
conclusions are mentioned in Sec. 5. 

2   Multiresolution Analysis for 3D Polygonal Mesh Models 

In general, the idea behind multiresolution analysis for 3D polygonal mesh models is 
the same as it has been applied to images or curves. This split repeatedly a high- reso-
lution polygon into a low-resolution polygon and detail parts. Here the detail parts are 
represented as the wavelet coefficient vectors. Figure 1 shows a process that mul-
tiresolution analysis is recursively applied to the Spock’s head. Multiresolution analy-
sis in mathematical concept can be presented as a procedure that generates a sequence 
of nested linear function spaces. 

JJ VVVV ⊂⊂⊂ −110                                         (1) 
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VJ VJ - 1

PJ PJ - 1 P1

BJ BJ - 1 B1

QJ QJ - 1 Q1

AJ AJ - 1 A1

WJ - 1 wavelets WJ - 2   wavelets

V0

W0   wavelets  

Fig. 1. Multiresolution analysis for Spock’s Head 

Here the basis functions for the space jV  are called scaling functions and the 

resolution of functions in jV  increases with an index value j. 
The next step in multiresolution analysis is to define the wavelet spaces, denoted 

by jW . The wavelet space jW  generated at resolution level j is the complement of 

low-resolution space jV  in one level higher resolution space 1+jV . These satisfy the 
following properties; 

                            
jjj WVV ∪=+1
, φ=∩ jj WV . (2) 

Here the basis function of each wavelet space is called wavelets. 
Wavelet transform can be also formulated by using a matrix notation in the filter 

bank theory as follows; 

                                        jjj VAV =−1         (3) 

  jjj VBW =−1                                                                 (4) 

where Tj
jn

jjj ][ )(21 vvvV = denotes the matrix whose rows correspond to the coor-

dinate of )( jn  vertices at resolution level j, and Tj
jm

jjj ][ 1
)1(

1
2

1
1

1 −
−

−−− = wwwW  de-

notes the matrix whose rows correspond to )1( −jm  wavelet coefficient vectors at 

resolution level 1−j . So the number of wavelet coefficient vector, )1( −jm  can be 

calculated from )1()()1( −−=− jnjnjm . 

The matrices jA  and jB  are called as analysis filters at resolution level j. For 
example, Figure 2 illustrates how to decompose the 3D polygon by using lazy wavelet 
transform [9].  Four triangles at resolution level j are reduced to one triangle at resolu-
tion level 1−j  and three wavelet coefficient vectors are generated to represent the 

detail parts. 
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Fig. 2. Geometrical interpretation of the wavelet transform for 3D polygonal Mesh 

Hence, the multiresolution analysis means that the coarser representation of the 

polygonal meshes 021 ,,, VVV −− JJ  are obtained by applying the matrix jA  to the 

lower resolution part recursively and the wavelet coefficients vectors 
021 ,,, WWW −− JJ  at each resolution level are also obtained by applying similarly 

the matrix jB to lower resolution part recursively. The relation between matrices, the 
polygonal mesh and wavelet coefficient vectors can be arranged as; 

                    
JJJ VAAAAV 1210 −=            (5) 

                   
JJJ VAAABW 1210 −= .        (6) 

On the other hand, the high-level resolution polygonal mesh can be recovered by 
synthesizing both low-level resolution polygonal mesh and wavelet coefficient vector 
space using inverse wavelet transform. This process is called synthesis or reconstruc-
tion, and it can be represented as follows; 

                            
11 −− += jjjjj WQVPV        (7) 

where matrices jP  and jQ  are called synthesis filters. The synthesis operation em-
ploys interpolation that performs splitting and averaging or equivalently multiplying 

the low-level resolution polygonal mesh by jP  and multiplying wavelet coefficient 

vectors by jQ . 
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3   Watermarking for 3D Polygonal Mesh Model 

We propose a new watermarking technique for authentication of 3D polygonal mesh 
model. The following block diagram shows the general structure for the proposed 
watermarking scheme. 

 

Fig. 3. The block diagram of the proposed watermarking scheme for 3D polygonal meshes 

The proposed scheme first conducts the multiresolution analysis for the original 
polygonal mesh by using lazy wavelet transform and then determines a simple mesh 
and wavelet coefficient vectors. Next, the scheme extracts the coordinate of the verti-
ces composing the simple mesh and then modifies those coordinates to insert the 
watermark into vertices using logo pattern and look-up table. After that, the inverse 
wavelet transform is applied to the modified simple mesh and the unchanged wavelet 
coefficients vectors in order to produce the watermarked polygonal mesh. 

On the other hand, the order of extracting the watermark is processed as a reverse 
manner with the embedding process. First, we conduct multiresolution analysis for 
watermarked polygonal mesh by applying lazy wavelets transform and then generate 
the watermarked simple mesh. Next, we select the coordinates of vertices of simple 
mesh to extract the embedded logo image using look-up table. Finally, by comparing 
between the embedded and extracted logo image, we insist the authentication of the 
original polygonal mesh. 

So far, we have considered the outline of watermarking scheme for 3D polygonal 
mesh. Subsequently, we will think about how to embed the watermark into polygonal 
mesh in detail. 

3.1   Watermark Embedding Procedure 

We will propose the algorithm how to embed the watermark into certain vertices 
selected from the simple mesh model to insist the authentication of original mesh. Our 
watermark embedding process consists of the four steps. 
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(1)  By applying wavelet transform to an original polygonal mesh, we derive both a 
simple mesh model and wavelet coefficients vectors. 

First, if we conduct the multiresolution analysis for arbitrary 3D polygonal meshes 
at several times, we can obtain a coarse mesh that is topologically equivalent to the 
given polygonal mesh and a collection of wavelet coefficients. Here this model is 
called a simple mesh or a base mesh. Figure 4(b) shows the base mesh that was pro-
duced by applying Eck et al.[10] algorithm for the Venus model in Figure 4(a). 

   
(a)                                                                               (b) 

Fig. 4. Multiresolution analysis about Venus model, (a) original Venus model, (b) simple mesh 
constructed by multiresolution analysis 

(2) We identify the vertices that are suitable for embedding the watermark and com-
pute the location indices by using wavelet coefficient vector. 

Here, we suggest a geometrical criterion for selecting the vertex that will be  
embedded with the watermark. First, if we conduct the final multiresolution decom-
position for original polygonal mesh, then we obtain the simple mesh as well as a 
collection of the wavelet coefficient vectors given at last stage. In this case, we define 
the three-wavelet coefficient vectors originated from edges of an arbitrary trian-

gle j
it in the simple mesh at multiresolution level j by j

iw 1 , j
iw 2 , j

iw 3 as shown in 

Figure 5. Next, we compute the sum of norms of three wavelet coefficient vectors 
corresponding to the selected triangle as being denoted by  

                            
=

=
3

1

||||
k

j
ikiD w . (8) 

We order all these sums according to their magnitudes to insert the watermark into 
the vertices that compose the triangle with large wavelet coefficient vectors. Triangles 
of the same number as watermark bits for embedding are sorted from the largest sum 
in the simple mesh model. Then at the selected triangle we choose a vertex to be op-
posite to the edge that the wavelet coefficient vector has a biggest norm. Finally, we 
modify the coordinate of selected vertex to insert the watermark. The fundamental 
idea in this embedding procedure is to modify the vertex in the rugged region with 
large wavelet coefficient vectors in order to avoid the perceptual visibility. 
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Fig. 5. A typical triangle selected from a simple mesh and its related three wavelet vectors 

In general, after embedding the watermark into some vertices, we can exactly 
identify the watermarked vertex without the original polygonal model even if we 
modify the coordinate of vertices to insert the watermark into them. The reason is that 
the wavelet coefficient vectors are invariant to the affine transformation and the selec-
tion of the embedded vertex is carried out according to the ordering of the norm of 
three related wavelet vectors. 

Next, we describe the mapping rule to allocate the binary bits in 2D logo image to 
the selected vertex of a simplified polygonal mesh in 3D space. The procedure to 
generate a 2D index for the vertex iV  is summarized as follows; 

1 . 
1

2

L

L
R =α  and 

2

3

L

L
R =β . 

2 . )(IntegerToand)(IntegerTo ββαα RNRN == . 

3 . 
=
=

=
),(

),(
),(indexLocation

βα

βα

NNfL

NNfL
LL

yy

xx
yx . 

Here, 1L , 2L , and 3L  is the minimum, medium, and maximum norm value for 

three-wavelet coefficient vectors originated from the triangle including the vertex iV . 

Therefore, in step 1, we compute two ratios of norms of wavelet coefficient vectors 
that are invariant to affine transformation. Step 2 converts the floating point outputted 
in step 1 into integers by employing the Integer function. Lastly the location index is 
computed by inputting αN  and βN  into index generating function. As an example, 

modulus operators such as 

)Heightmod)(( βα NNfx +=  and )Widthmod)(( βα NNf y ×=  

can be used to index the logo pattern of size Height by Width.  

(3) We compose the look-up table using ratios computed from two components of 
triangles selected from the simple mesh model. 
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Once we choose any triangle from the generated simple mesh model and the edge 
related with the wavelet coefficient vector having the largest norm. Then we draw the 
straight line from the middle point of the selected edge to the opposite faced vertex. 
We also compute the lengths of the selected edge and the new straight line. Finally, 
we compute the ratio of two lengths of the edge and the straight line. 
For example, if the selected triangle is represented as shown in Figure 6, each length 
of two lines are respectively given in the form 

                           ||)(||and|||| 2
1 bacba +−− .  (9) 

where the vectors cba and, consist of each vertex of the triangle. Thus, the ratio of 

two lengths is defined as 

                            
||||

||)(|| 2
1

ba

bac

−
+−

=Ratio .  (10) 

 

Fig. 6. Geometrical diagram of selected triangle 

Finally, we partition a distributed interval of all ratios computed from given trian-
gles into K subintervals (bin) with small and equal size, and we generate a sequence 
of binary random digits composing with “0” and “1” with use of a secret key. The 
look-up table is constructed as we allocate each digit to each bin one by one. The 
following table shows one example of a look-up table made by the Venus simple 
mesh model. 

Table 1. Example of a look-up table made from the arbitrary key 

ratio 0.0 … 1.0 1.1 1.2 1.3 …

digit 0 … 1 1 0 0 …
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(4) We embed the watermark into the coordinate of vertices using the logo image and 
the look-up table. 

Here, we will show how to insert the watermark into the coordinate of a vertex us-
ing a logo image and a look-up table. 

Step1: we choose triangles of the same number as watermark bits in the logo image 
by ordering the sums of norms from a simple mesh model and decide a vertex in the 
selected triangle to embed a watermark. 
Step2: we compute a ratio from a selected triangle and take a binary digit correspond-
ing to this ratio using look-up table. In addition, we take a binary digit of a logo image 
using the computed location index.  
Step3: we compare two binary digits and then if two digits are equal, we don’t have 
any change about the vertex coordinate, but if two digits are not equal, we make two 
digits to be equal by changing the vertex coordinate using a suitable technique. 

For example, either the digit of a logo pattern is “0” and the digit of a look-up ta-
ble corresponding to the ratio is “1” or the digit of a logo pattern is “1” and the digit 
of a look-up table is “0,” then the nearest neighboring subinterval is selected so that 
the digit of the look-up table equals to the digit of the logo pattern. The new ratio 
coming from the selected subinterval is then used to move a vertex c up and down so 
that the ratio of lengths of two lines computed from new triangle equals to the se-
lected ratio. The following figure explains graphically how to insert the watermark 
into a vertex. 

 

Fig. 7. Graphical displays for watermark embedding method 

3.2   Watermark Extraction Procedure  

To extract the logo image from a watermarked 3D polygonal mesh, we first apply the 
wavelet transform to the observed mesh and then generate the watermarked simple 
mesh and a collection of wavelet coefficients vectors. Second, we choose an arbitrary 
triangle from simple mesh model, and then compute the sum of norm of three wavelet 
coefficient vectors related with the triangle. After ordering the sums of norms accord-
ing to their magnitudes we select the triangle with the embedded vertex and compute 
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a ratio of lengths of a bottom edge and a height of the selected triangle. Now we can 
restore the logo pattern by displaying a binary digit of a look-up table corresponding 
to the computed ratio into the location index on the grid. Finally, comparing between 
the original logo image and the restored logo image, we insist the authentication of 
3D polygon meshes.  

4   Experimental Results  

We have applied our algorithm to the 3D Venus model as shown in Figure 4(a). This 
model consists of 33,537 vertices and 67,072 faces. Then this model is decomposed 
into both a simple mesh and wavelet coefficient vectors for a multiresolution analysis 
by using the lazy wavelet 4-to-1 subdivision scheme. That is, the polygon mesh has 
the mesh topology fit to 4-to-1 subdivision scheme. The two levels decomposition 
yields the simple mesh model with the vertices of 2,097 approximately. After order-
ing the sums of the norms of wavelet coefficients vectors, 1,600 vertices are embed-
ded with binary digits from the logo image of size 4040×  shown in Figure 8(a). 
Figure 8(b) shows the watermarked polygon mesh. 

(a) (b)

Fig. 8. (a) the binary logo pattern, (b) the watermarked Venus model

It can be observed that the watermarked polygon mesh is imperceptible after 
embedding the binary logo image into the vertices in the rugged region. The extracted 
logo image from the watermarked Venus model is quite similar to the original logo 
image. To investigate the effect of affine transformation on the watermarked model, 
translation, scaling, and rotation operations have been applied to the watermarked 
polygon. The extracted watermarks were not changed because of the invariant proper-
ties of both the norm of wavelet coefficient vectors and a ratio of two lengths as 
shown in Figure 9(a). However, the unwatermarked polygonal mesh yields the wa-
termark to be exact noise pattern such as Figure 9(b). 
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(a) (b) 

Fig. 9. (a) The extracted logo image from the watermarked Venus model, (b) The extracted 
logo image from the unwatermarked model 

(a) (b)

Fig. 10. (a) The watermarked polygon mesh modified with 45vertices, (b) The extracted logo 
image from the modified model 

In order to investigate the localization property of the authentication algorithm, we 
modified 95 vertices on left cheekbone position from the watermarked polygonal 
model such as Figure 10(a). Figure 10(b) shows that the algorithm can detect the 
modification of the polygonal mesh by extracting the logo pattern that is partly de-
structed at some regions. 

5   Conclusion  

In this paper, we have proposed a fragile watermarking technique to authenticate 3D 
polygonal mesh model. The proposed algorithm employs a wavelet-based multireso-
lution analysis to convert the original polygonal mesh model into a simplified mesh 
model and wavelet coefficient vectors. We select vertices from the simplified mesh 
model according to the order of sums of wavelet coefficient norms and insert water-
marks into them using a look-up table and a logo image. The perceptual invisibility of 
the proposed technique is provided by embedding the watermark into the rugged 
region with large wavelet coefficient vectors and the invariance to the affine 
transformation is provided by employing the invariant properties of both the norm of 
wavelet coefficient vectors and a ratio of two lengths between the selected vertices. 
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The experimental results have showed that the proposed technique can be a pow-
erful authentication method of 3-D polygonal meshes by surviving to the innocuous 
attacks while providing localization of modifications. 
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Abstract. Designing optimal watermarking schemes is inherently an interesting 
and difficult problem since the three most important performance requirements 
of digital watermarking – fidelity, robustness and watermark capacity – are 
conflicting with each other. Nowadays, most watermarking schemes hide the 
watermark information in a heuristic manner, that is, watermarks are often 
embedded according to predefined rules and empirical parameter settings. 
Therefore, the performance of digital watermarking can only be passively 
decided and evaluated, rather than being actively adopted as additional clues 
helpful to achieve better performance in embedding modules. In this paper, 
watermark embedding is simulated as an optimization procedure in which 
optimal embedded results are obtained by using important evolutionary 
computation techniques – the genetic algorithms. Under the condition that fixed 
amount of watermark bits are hidden, in this work, the minimal fidelity 
requirement of embedded content can be specified by users in advance and 
guaranteed throughout the embedding procedure. Furthermore, concrete 
measures of the robustness against certain attacks are treated as the objective 
functions that guide the optimizing procedure. In other words, a blind 
watermarking scheme with application-specific data capacity, guaranteed 
fidelity, and theoretically optimal robustness against certain types of attacks is 
proposed. Experimental results clearly show that the proposed scheme 
possesses great performance improvements over the original one. More 
importantly, the proposed enhancing approach has many desired architectural 
characteristics, such as blind detection, asymmetric embedding/detection 
overheads, as well as embedding and detection in different domains. 

1   Problem Formulation: Optimal Watermarking 

In the past decade, various watermarking schemes have been proposed, and many 
important advances in the field of digital watermarking have been made. A 
comprehensive introduction to current watermarking technologies and theoretic 
foundations can be found in [1]. However, designing optimal watermarking schemes 
is still an open problem to which satisfying solutions are not yet found [2]. The 
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difficulties one might face while designing optimal watermarking schemes is a natural 
result due to the three conflicting requirements of most watermarking systems: 
fidelity of embedded content, robustness of the hidden information against common 
processes or malicious attacks, and the data capacity of hidden information. Among 
these requirements, capacity is often decided in advance according to the purpose of 
watermarking application. Therefore, as long as the predefined amount of embedded 
data is large enough to carry necessary information, such as identifications of content 
authors for owner proving or usage rules that shall be parsed by DRM-enabled 
consumer-electronic devices, data capacity can be simply regarded as a fixed 
parameter. However, even under this assumption, obtaining a reasonable trade-off 
between fidelity and robustness is still not as simple as one might think.  

 

Fig. 1. The performance-space view of watermark embedding is illustrated. The curve 
represents the inherent performance limit of some watermarking algorithm. The watermark-
embedded outcomes of a specific scheme, represented by empty circles, are determined 
according to predefined rules or models. Assume that if there is an application that its desired 
embedded results must possess robustness stronger than Rr and fidelity better than Fr, only 
circles locate within Area III under the curve can be of use. In fact, better embedded results, 
such as those shown in solid circles, may be available, but conventional watermarking schemes 
lack the ability to obtain them. The vertically and horizontally arrows indicate possible 
robustness and fidelity performance enhancements, respectively 

In existing watermarking schemes, perceptually acceptable embedded outcomes 
are often produced according to predefined embedding rules based on complicated 
perceptual models or assumptions, and then the robustness of that scheme is 
empirically experimented and evaluated by performing various attacks on the 
embedded media. In order to clearly illustrate the relationship between traditional 
watermarking schemes and their performance indexes, the performance-space view of 
digital watermarking schemes shall be introduced and examined in the beginning. As 
shown in Fig. 1, any embedded result created using a certain watermarking scheme 
can be expressed by a point located somewhere within the space spanned by two axes 
representing fidelity and robustness, respectively. Roughly speaking, it is generally 
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agreed that the higher the required fidelity is, the lower the robustness of hidden 
signals against attacks will be. In fact, the region that possible embedded outcomes 
may locate within is consequently determined after the watermarking scheme and the 
original/watermark pairs are chosen. Although potentially better performance of the 
chosen watermarking scheme may exist, traditional watermarking schemes lack the 
ability to exploit better embedded outcomes. 

2   Genetic-Algorithms and Watermarking 

To solve the watermarking performance optimization problem within reasonable 
computation time, the genetic-algorithms (GAs) based optimization techniques are 
used in this paper. GAs are important optimization techniques belonging to the area of 
evolutionary computation [3]. During GA-based optimization processes, solutions to 
the problem can be evaluated according to objective function values representing the 
degree of fitness. A population of candidate solutions will be initialized as finite-
length strings - the so-called chromosomes - over finite alphabet. Different from 
conventional single-point search methods, GAs work with a population of points in a 
parameter space simultaneously. In practical GA-based optimizations, three GA 
operators - reproduction, crossover, and mutation - are often applied to the 
chromosomes repeatedly. After iteratively adopting these GA operations, near-
optimal solutions of desired parameters for the original problem can be obtained. A 
detail explanation of GAs can be found in [4]. 

The authors first introduced the idea of GA-based watermarking enhancement in 
[5]. In that paper, the performance of a DCT-domain watermarking scheme, being 
proposed in [6], is enhanced by applying GA operators, and the best watermark 
embedding positions for each DCT block can be found. [5] is the earliest publication 
that connects GAs together with digital watermarking. However, this enhancing 
scheme was criticized due to several factors that seriously limit its usage. For blind 
watermarking schemes, the optimal embedding positions must be delivered to the 
watermark detector as secret keys since the decoder cannot figure out the optimized 
embedding positions without the original content. However, this is usually not 
feasible in many important real-world applications, thus seriously limiting its 
applicability. As for non-blind watermarking schemes, the optimization procedure 
will be a time-consuming process in both embedding and detection sides. Although 
the authors proposed a lightweight genetic search algorithm in [7] to shorten the 
computation time, large amounts of computation overheads in both watermark 
embedding and detection are still unacceptable. In [8], a similar DCT-domain 
watermarking scheme is proposed, where optimization for robustness is considered. 
Furthermore, a GA-based spatial-domain watermarking algorithm is also proposed in 
[8]. However, the usage of the latter scheme is limited due to the weak robustness of 
its spatial domain embedding nature, and both schemes suffer from the 
aforementioned secret key delivery problem.  

In this paper, a watermarking-performance enhancement architecture possessing 
theoretically optimal robustness against certain types of attacks, guaranteed fidelity 
and application-specific data capacity will be proposed. The proposed architecture is 
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inherently suitable for blind watermarking, and the asymmetric embedding and 
detection design can effectively reduce the penalty of long computation time. 
Furthermore, the proposed watermarking scheme has the desirable characteristic that 
embedding and detection can be performed in different domain, thus both direct 
control of fidelity in spatial domain while embedding and strong robustness against 
attacks in frequency domain while detecting can be realized in a single framework. 

The paper is organized as follows. Section III describes the proposed 
watermarking enhancement scheme and related implementation details. Experimental 
results, including the performance comparisons against original watermarking scheme 
under the assumption of equal data capacity, will be listed and explained in Section 
IV. Section V gives a brief discussion about the pros and cons of the proposed 
performance enhancing architecture, and section VI concludes this write-up. 

3   The Proposed Architecture and Implementation Details 

The proposed performance enhancement architecture is general and can be used to 
enhance the performance of various existing blind watermarking schemes. However, 
in order to save the implementation time and consider that frequency-domain 
watermarking schemes are well known for their better robustness and fidelity, a blind 
version of the block-DCT based image watermarking scheme originally introduced by 
[6] is used to evaluate the power of this enhancing approach. [9] illustrates the details 
about turning the originally non-blind watermarking approach into a blind one. In this 
scheme, embedded watermarks are meaningful binary patterns and are randomly 
permuted before embedding. Watermark bits are embedded into predefined positions 
within the middle-band coefficients of each DCT block. The polarity between AC 
coefficients at selected positions and scaled DC coefficient of each block, after 
considering the effects of JPEG compression, is adjusted to insert the watermarking 
bits. Due to the blind nature of the adopted scheme in [9], the original perceptual 
model introduced by [6] cannot be applied directly, thus the degree of coefficient 
adjustment is empirically and uniformly determined. The definition of polarity for the 
m-th watermarking bit that will be embedded into one coefficient block is given by:  
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where ACm is the AC coefficient at the position that the m-th watermark bit within 
each 8x8 DCT block will be embedded. DC denotes the DC value of that block. Qm is 
the value in the JPEG quantization table corresponding to the position of ACm, and 
QDC is the value for DC in the JPEG quantization table.  

Fig. 2 depicts the flowchart of our scheme. The required fidelity of embedded 
content is specified by users according to different application scenarios and 
guaranteed throughout the embedding process. To concretely express the fidelity, the 
commonly used PSNR (Peak Signal to Noise Ratio) of the embedded image is 
adopted as the index of fidelity. In addition, the robustness becomes the performance 
index that we would like to enhance.  
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Fig. 2. The flowchart of the proposed enhancing scheme is depicted. The blocks with dotted 
outlines are intermediated data sets; other blocks are required functions. This optimization 
process terminates after a predefined number of generations is performed 

The optimization process is done in a block-by-block manner. For each 8x8 image 
block, a set of N initial parent chromosomes will be generated. Each initial parent 
chromosome is a randomly generated 8x8 block where the value of each pixel 
uniformly distributes over a range taking equal positive and negative extent. In fact, a 
parent chromosome represents a possible distortion block that stands for the 
difference between the original image block and the embedded one in spatial domain. 
Next, the energy-shaping module is applied to all initial parent chromosomes so that 
they can satisfy the minimum fidelity requirement specified in advance. For example, 
according to the definition of PSNR, if the user asks for a required PSNR value higher 
than 40, the maximal allowable block energy (that is, the sum of the squared value of 
each distortion pixel) of an 8x8 chromosome block shall be less than 416. If the 
energy of a randomly generated chromosome block is higher than the maximal 
allowable energy, the chromosome block will be uniformly scaled down to satisfy the 
fidelity limit. The difference between the energy of the obtained chromosome and the 
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maximal energy limit can be further reduced by slightly adjusting randomly selected 
pixels. In this way, all processed parent chromosomes will result in embedded results 
that user-specified fidelity requirement will be guaranteed. 

Each energy-shaped parent chromosome will be respectively added to the original 
image block to form an embedded candidate. Then the fitness value corresponding to 
each candidate shall be calculated. As mentioned before, the fitness value must 
describe the robustness of the adopted watermarking scheme against certain attacks. 
Therefore, the percentage of correctly extracted watermarking signals against certain 
attacks, named as correctly extracted rate (CER) in this paper, is undoubtedly the 
most intuitive index. To calculate the fitness value corresponding to each candidate 
chromosome, a block DCT operation is performed for each candidate block. 
Furthermore, a JPEG-compliant quantization/dequantization procedure is performed 
to each produced coefficient block to simulate the effect of JPEG compression. Every 
quantization step of the adopted quantization table is about half of that of the default 
JPEG luma quantization table. Finally, according to the adopted watermarking 
scheme, the fitness function value of the n-th initial candidate block is figured out 
according to the definition of Eq. (2): 
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where wm is the m-th watermark bit going to be embedded into a predefined position 
of current coefficient block, and this binary signal is represented as 1 or -1. Pm 
represents the polarity extracted from the predefined position that the m-th watermark 
bit shall be embedded to. The definition of polarity is listed in Eq. (1). W1 and W2 are 
both weighting factors. W1 controls the degree that the case “a watermark bit is 
correctly or wrongly extracted” contributes to the fitness value, i.e., W1 stands for 
each embedded coefficient’s contribution to a visually recognizing detector.   On the 
contrary, W2 controls the degree that the embedded coefficient contributes to a 
correlation-based detector. For all experiments in this paper, W1 is set to 100 and W2 

is 1. Other symbol definitions are the same as those given in Eq. (1).  
Next, a set of N child chromosomes will be reproduced and processed according 

to GA-based rules. The reproduction is done by the famous roulette-wheel-method 
[4]. The parent chromosomes have higher fitness values are more possible to generate 
more offspring. As for the crossover operation, reproduced child chromosomes are 
randomly mated into pairs and exchange arbitrary portions of chromosomes to the 
other. In other words, parts of two child chromosomes are combined to form a new 
8x8 distortion block. After performing the crossover operation, each pixel component 
of the child chromosomes has a small possibility to change from positive to negative 
or from negative to positive. This is the mutation operation adopted to help generating 
new candidates.  

Now although these child chromosomes are generated based on their parent 
chromosomes, the adopted GA operations may result in child chromosomes violating 
the fidelity requirement specified in the beginning. Thus the energy-shaping 
procedure shall also be performed on these generated children chromosomes.  

Finally, a survival-of-the-fittest policy is used to select N next-generation parent 
chromosomes from the set consisting of N parent chromosomes and no-more-than N 
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child chromosomes. Since the whole set of original parent chromosomes is included 
in this survival competition, the fitness values of next-generation parent chromosomes 
will never get lower than those of previous-generation ones. These aforementioned 
GA optimization processes will be done repeatedly until a specified number of 
iterations (named as the generation number in a GA-based approach) have been 
performed. Finally, the chromosome with the highest fitness value will be added to 
the original image block, and this added block is regarded as the embedded block of 
best robustness. 

It is worth noting that the watermark is never explicitly “embedded” to the 
original. On the contrary, we search for the best candidate subject to the fidelity 
constraint directly according to the simulated robustness performance. On the other 
hand, the watermark extraction process is exactly the same as the watermark detector 
in the original watermarking algorithm. This asymmetric behavior of the embedding 
and detecting modules is quite different from that of the traditional watermarking 
schemes. To be more specific, the proposed embedding module can be regarded as a 
generalized performance enhancement module depending on the given watermark 
detection algorithm and performance indexes. Similar optimization can be applied to 
various blind watermarking algorithms as long as the watermark detector is given. 
The involved performance indexes and attack models can be reasonably replaced, e.g. 
using subjective perceptual index to substitute the objective PSNR or changing the 
JPEG compression attack to the most probable operations that your application might 
encounter. In other words, more flexibility and better performance to the actual 
application can be obtained. 

 

Fig. 3. From the viewpoints of performance-based watermarking model, different effects of 
components used in the proposed enhancing scheme are depicted 

Viewing the proposed enhancement scheme by the aforementioned performance-
based model, the roles played by each operation within the proposed scheme can be 
clearly identified. As shown in Fig. 3, crossover and mutation operators discover new 
embedding candidates, the energy-shaping module modifies over-distorted candidates 
so that the required fidelity constraint can be observed, and the survival-of-the-fittest 
operation guarantees that the newly generated parent chromosomes never locates at 
lower  positions than their parents in the performance space.  
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4   Experimental Results 

Experiments are performed to evaluate the effectiveness of the proposed scheme. The 
512x512 gray-level Lena image and a 128x128 binary watermark pattern are adopted, 
as shown in Figure 4. According to the dimension ratios of the original and the 
watermark images, 4 watermark bits will be embedded into each 8x8 block. In other 
words, a fixed data capacity of 16,384 bits is determined in advance.  

 

Fig. 4. The 512x512 original Lena image and the 128x128 watermark image are shown. Actual 
size ratio between the two images is not preserved due to layout considerations 
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Fig. 5. The relationship between different specified minimal fidelity requirement and the 
corresponding robustness of embedded results, given the same number of optimizing iterations, 
is depicted. It clearly shows that: the higher fidelity the user demands, the worse robustness the 
embedded result will possess 

Fig. 5 reveals some important characteristics of our enhancement schemes. 
According to the performance curve of the GA-based enhancement scheme, it 
obviously proves the assumption that the lower the specified fidelity constraint is, the 
higher the optimized robustness will be. In this experiment, the generation number of 
optimization process is set to 1000, and the mutation rate is set to 0.1. It is worth 
noting that even for embedded images of excellent visual quality, e.g. PSNR larger 
than 40, the percentage of correctly extracted watermark bits is still high enough to 
identify the existence of a watermark.  
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Fig. 6. The relationship between the number of optimizing iterations and the corresponding 
robustness performance, given that the pre-specified fidelity requirement is 36dB, is depicted. 
The more optimization computation we performed, the more-robust embedded results we can 
obtain 

Fig. 6 shows the quality improvements after performing different generations of 
iterations. As we expected, the more the iterative operations we performed, the 
stronger robustness the obtained embedded results may possess. Fig. 7 lists the 
corresponding extracted patterns of the embedded watermark for visual evaluation. 

                    

(a)                                (b)         (c)              (d) 

Fig. 7. Extracted watermark patterns after performing (a) 1 generations, (b) 100 generations, (c) 
10,000 generations and (d) 1,000,000 generations of optimization computations, given that the 
pre-specified PSNR requirement is 36dB, are listed for visual evaluation 

In Fig. 8, to show that the results obtained by the proposed enhancing scheme 
have better performance than those created by using the original watermarking 
scheme, the performance curve of the non-optimized algorithm introduced in [9] is 
also listed for comparison. The coefficients to be embedded by the non-optimized 
approach are uniformly adjusted in order to create embedded results of different 
PSNR values. And then, JPEG compression attacks are performed on these embedded 
images for further evaluation of the correctly extracted rate. According to the 
comparison results, the proposed enhancement scheme outperforms when high 
fidelity is required. More importantly, for cases where embedded results the original 
algorithm cannot produce, such as embedded results of PSNR values higher than 42 
dB, the proposed scheme can still successfully generate the needed output. 
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However, the seemingly-counterintuitive phenomenon that the original 
watermarking scheme outperforms the proposed enhancement algorithm when low 
fidelity is required indicates a potential weakness of evolutionary computational 
techniques: the obtained results may be trapped in local optimum when the search 
space is large. To solve this problem, simple solutions such as adopting better initial 
search candidates or increase the iteration number can be of help. Experimental 
results in Fig. 8 show great improvements obtained by adopting better initial parent 
chromosomes that distribute more evenly over the whole search space, e.g. using 
embedded results watermarked with different uniform adjustment magnitudes to 
produce initial parent chromosomes. In fact, this simulation also implies a more 
general watermarking performance enhancement philosophy – producing the 
embedded results based on predefined rules of existing blind watermarking schemes 
first and fed them in to the proposed enhancement architecture as initial search 
candidates. Then, the proposed GA-based enhancement architecture can effectively 
improve the performance of any adopted blind watermarking scheme.         
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Fig. 8. The results obtained by using the proposed scheme with better initial parent 
chromosomes show great improvements over the original watermarking algorithm and the 
proposed scheme with randomly generated parent chromosome 

It is also intuitive to assume that, the larger the iterative generation number is, the 
more the number of searched candidates are, and thus better embedding results can be 
found. According to our simulation, the increase of iteration number also results in 
better embedding results. However, the improvements are not as obvious as those 
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contributed by adopting better initialization. In addition, for real-world applications, 
the generation number used for performance optimization is often limited by the 
actual computation power of embedding devices and the time constraint of the 
application scenarios, thus only adequate iteration numbers can be adopted.  

In spite of the JPEG compression attack that has been incorporated into the design 
of embedding module, robustness against other attacks shall be examined too. 
According to our experiments, the results obtained by the proposed enhancement 
scheme successfully survive various other processing/attacks, such as cropping, 
blurring, adding noise, and scribbling. 

5   Discussions  

The proposed GA-based watermarking-performance enhancing architecture has a lot 
of advantages. First, system users can specify the required watermarking fidelity that 
must be guaranteed according to different application needs. Next, the asymmetric 
embedding/detection structure not only suits most kinds of blind watermarking 
schemes but also greatly alleviates the problem that evolutionary computation 
techniques are most often criticized – long computation time. Since the watermark 
detector is exactly the one used in the original watermarking scheme, many common 
applications of watermarking will not be affected by the required computation in the 
embedding process. Furthermore, the proposed watermarking scheme has the 
desirable characteristic that embedding and detection can be performed in different 
domain, thus both direct control of fidelity in spatial domain for embedding and 
strong robustness against attacks in frequency domain while detecting can be realized 
in a single framework. 

An obvious problem that shall be taken into consideration is the modeling of more 
than two attacks while calculating the fitness value. Though the experimental results 
have shown robustness against other attacks, modeling multiple types of attacks and 
trying to optimize the performance against them are still important issues that worth 
further exploitation. This will be an important topic of our future research. 

6   Conclusion 

In this paper, a novel watermarking performance enhancement architecture based on 
existing watermarking schemes and evolutionary computation techniques is proposed. 
The proposed scheme optimizes the robustness against certain attacks and guarantees 
minimum fidelity, under the condition of fixed data capacity. The proposed 
embedding procedures in our architecture is quite different from current 
watermarking schemes in concepts, and the architecture can be easily adopted to 
improve the performance of existing blind watermarking schemes. Experimental 
results show its superiority in real image watermarking applications against certain 
attacks, such as the JPEG compression attack.  
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Abstract. Most watermarking techniques for 3-D mesh models have mainly fo-
cused on robustness against various attacks, such as adding noise, smoothing, 
simplification, re-meshing, clipping, and so on. These attacks perceptually 
damage the stego model itself. Unlike watermarking of other multimedia data, 
serious attacks for 3-D meshes includes similarity transform and vertex re-
ordering. They can fatally destroy the watermark without any perceptual degra-
dation of the stego model. In this paper, we propose a new watermarking tech-
nique for 3-D polygonal mesh model, which modifies the distribution of vertex 
norms according to watermark bit to be embedded. In particular, the proposed 
employs blind watermark detection technique, which extracts the watermark 
without referring to cover meshes. The simulation results show that the pro-
posed is remarkably robust against similarity transform and vertex re-ordering. 

1   Introduction 

With remarkable growth of network technology such as WWW (World Wide Web), 
digital media enables us to copy, modify, store, and distribute digital data without 
effort. As a result, it has become a new issue to research schemes for copyright protection. 
Traditional data protection techniques such as encryption are not adequate for copyright 
enforcement, because the protection cannot be ensured after the data is decrypted. 
Unlike encryption, digital watermarking does not restrict access to the host data, but 
ensures the hidden data remain inviolate and recoverable. Watermarking is a copy right 
protection technique to embed information, so-called watermark, into cover data. 

Most of the previous researches have focused on general types of multimedia data, 
including text data, audio, still image, and video stream [1-3]. Recently, with the 
interest and requirement of 3-D models such as VRML (Virtual Reality Modeling 
Language) data, CAD (Computer Aided Design) data, polygonal mesh models, and 
medical objects, several watermarking techniques for 3-D models have been intro-
duced [4-12]. 
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There are several challenges to develop robust watermarking technique in 3-D po-
lygonal mesh models. Unlike image data represented by brightness (or color) at pixel 
uniformly sampled over regular grid in dimension two, polygonal mesh model has no 
unique representation, i.e., no implicit order and connectivity of vertices [5][6]. For 
such a reason, most techniques developed for other types of multimedia are not effec-
tive for 3-D meshes [7]. Besides it is hard to decide embedding primitives for robust 
watermark. And a variety of complex geometrical and topological operations are 
available to disturb the watermark extraction for assertion of ownership [9]. In par-
ticular, some distortionless attacks such as vertex re-ordering and similarity transform 
(including rotation, translation, and uniform scaling) are possible. They can fatally 
destroy the watermark without any perceptual change of the stego model.  

Since 3-D mesh watermarking technique was introduced in [8], there have been 
several trials to improve the performance in terms of transparency and robustness. R. 
Ohbuchi et al. [8] proposed three watermarking schemes, so-called, TSQ (Triangle 
Similarity Quadruple), TVR (Tetrahedral Volume Ratio), and a visible mesh water-
marking method. These schemes provide many useful insights into mesh watermark-
ing, but they are not sufficiently robust to various attacks [5]. For example, TVR 
method is very vulnerable to synchronization attacks such as re-meshing, simplifica-
tion, and vertex randomization [9]. Beneden [9] introduces a blind watermark embed-
ding technique, which modifies local distribution of vertex direction from center point 
of model. The method is robust to synchronization attacks, since the distribution is not 
sensitive to such operations. An extended method was also introduced in [12], which 
supplements a week-point of Beneden’s algorithm against cropping attack. However, 
both methods require a heavy pre-processing for re-orientation in the process of wa-
termark detection, as the local distribution depends essentially on the rotation of the 
object.  Z. Yu [5][6] proposed a vertex norm modification method, which perturbs the 
distance between the vertices to the center of model according to watermark bit to be 
embedded. It employs, before the modification, scrambling the vertices for the pur-
pose of preserving the visual quality. It should be noted that it is not only non-blind 
technique, but also requires pre-processing such as registration and re-sampling. Sev-
eral trials using multi-resolution scheme also have been introduced [4][7][10]. S. 
Kanai [7] proposed watermarking algorithms based on wavelet transform. Similar 
methods, using Burt-Adelson style pyramid and mesh spectral analysis, were also 
published [4][10], respectively. These multi-resolution techniques could achieve good 
transparency of watermark, but have not yet concrete solution for various synchroni-
zation attacks such as vertex re-ordering, re-meshing, and simplification.  

In this paper, we propose a new watermarking technique for 3-D polygonal mesh 
model, which modifies the distribution of vertex norms so as to shift mean value of 
vertex norms according to watermark bit to be inserted. Distribution of vertex norms 
is divided into several sections, called these bins later, so as to improve capacity and 
transparency of watermark. Clearly, the distribution of vertex norms is invariant to 
similarity transform and vertex re-ordering. In addition, the proposed employs blind 
scheme, which can extract the watermark without reference of cover mesh model. 

This paper is organized as follows. In section 2, the proposed watermarking 
method is introduced. Here, we first describe main idea using the distribution of ver-
tex norms. General embedding and extracting procedures of the proposed are de-
scribed. After that, we introduce a robust technique which improves the efficiency of 



Robust Watermarking on Polygonal Meshes Using Distribution of Vertex Norms  285 

 

the proposed via modification of a part of vertex norms. Section 3 shows the simula-
tion results of the proposed against adding noise and clipping, as well as similarity 
transform and vertex re-ordering. Finally, we conclude this paper. 

2   The Proposed Watermarking Scheme 

The watermarking scheme proposed in this paper embeds watermark information into 
3-D polygonal mesh model by modifying the distribution of vertex norms. Fig. 1 
shows main idea of the proposed watermarking scheme. Assume that the vertex 
norms of cover meshes have uniform distribution as shown in Fig.1-(a) for the sake of 
simplicity. The distribution is modified according to watermark bit to be embedded. 
For embedding watermark bit of +1, vertex norms are modified to make their distribu-
tion concentrate on the right-side as shown in Fig.1-(b). In this case, the mean value 
of vertex norms grows bigger. For embedding watermark bit of –1, the distribution 
concentrates to left-side as shown in Fig.1-(c). Watermark detection process is quite 
simple, as the hidden watermark bit can be easily extracted by comparing the mean 
value of vertex norms and a reference value. 

watermark = +1

watermark = -1(a)

(b)

(c)

0 1

0 1

0 1

( )maxρρp

ρ

( )maxρρ ′′′p

ρ′

ρ′

( )maxρρ ′′′p

 

Fig. 1. Main idea of the proposed watermarking method modifying the distribution of vertex 
norm. Here, the mean value is denoted by  

2.1   Watermark Embedding 

General embedding process of the proposed method is shown in Fig. 2. To begin with, 
Cartesian coordinates (xi, yi, zi) of a vertex on cover mesh model V are converted to 
spherical coordinates (ρi, θi, φi) by means of 
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Where, L is the number of vertex, (xg, yg, zg) is the center of gravity of mesh model, 
and ρi is i-th vertex norm. Vertex norm is the distance between each vertex and center 
of the model. 

The proposed uses only the vertex norm to embed watermark information, with 
keeping other components intact. We modify the distribution of vertex norm, which is 
invariant to similarity transform and vertex re-ordering. 

In the second step, the interval of the distribution is divided into N small sections. 
Here, each section is employed as watermark embedding unit, so-called bin. That is, 
vertices are classified into N bins according to their norm, and each bin is independ-
ently processed for watermark embedding. This allows enhancing both capacity and 
transparency of the watermark. For such purpose, maximum and minimum vertex 
norms, ρmax and ρmin, should be found in advance. The n-th bin Bn is represented as 
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Where Mn is the number of vertices belonging to the n-th bin and ρn,j is the j-th vertex 
norm of the n-th bin. 

The third step is to calculate mean and reference values of vertex norms, μn and rn, 
respectively in each bin. 

,,
1

,

1

0

, njn

M

j

jn
n

n for
M

n

B∈=
−

=

ρρμ  (3) 

,
2

1 minmaxminmax
min

−⋅+⋅−+=
N

n
N

rn
ρρρρρ  (4) 

Where, middle value of the corresponding section is used as the reference to estimate 
the distribution by comparing with the mean. For the case of μn > rn, it can be esti-
mated that the distribution is centralized into right-side, and vice-versa. 

Next step is to alter the distribution of vertex norms, so that the mean and the ref-
erence values are changed according to watermark bit ωn∈{–1, +1} to be embedded in 
each bin. For embedding watermark bit of +1, vertex norms are modified in order that 
the mean and the reference values satisfy μ′n > r′n. Here, the superscript prime means 
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Fig. 2. Block diagram of the proposed watermark embedding process 

the value obtained from the modified vertex norm, ρ′n,j , and rn ≡r′n is preserved since 
we do not modify both minimum and maximum norms, ρmax and ρmin . For embedding 
ωn = –1, vertex norms are modified in order to be μ′n < r′n. In our proposed, the modi-
fied vertex norm is obtained by 

nnjnjn ωαρρ +=′ ,,  (5) 

where strength factor of the n-th bin, αn, is determined  so as to guarantee such that μ′n 
> r′n  for ωn = +1 and μ′n < r′n  for ωn = –1, respectively. 
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This means that the whole vertex norms in each bin are added by +αn or –αn. The 
relation between mean and reference values is retained, when the processing is per-
formed in separate bin. Unfortunately, it leads to serious impact on robustness of 
watermark when the processing is performed in every each bin, because some modi-
fied vertices belong to certain bin can invade into other neighbor bins. A robust tech-
nique is introduced in Section 2-3. 

 The final step is inverse transformation of vertex from spherical coordinates onto 
Cartesian coordinates. The Cartesian coordinates (x′i, y′i, z′i) of vertex v′ on stego mesh 
model V′ is given by 
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Note that the watermark embedding method utilizes only the distribution of vertex 
norms, which is invariant to similarity transform and vertex re-ordering. 

2.2   Watermark Extraction 

Watermark extraction process is quite simple as shown in Fig. 3. Similar to embed-
ding process, stego mesh model is first represented on spherical coordinates. After 
finding maximum and minimum vertex norms, vertex norms are classified into N bins. 
Mean and reference values, μ′n and r′n, in each bin are respectively calculated, and 
compared in order to extract the hidden watermark ω′n. 
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Note that the watermark extraction is blind scheme, which can extract the watermark 
without reference of cover mesh model.  
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Fig. 3. Block diagram of the proposed watermark extraction process 

2.3   Robust Watermarking Technique 

The watermark embedding method proposed in Section 2-1 modifies vertex norms by 
adding (or subtracting) with strength factor. The objective of the process is to shift the 
mean value in each bin according to its watermark bit. However, the method is not 
efficient in terms of watermark transparency, since every vertex norms in bin are 
modified. Moreover, some modified vertices belong to certain bin can invade into 
other neighbor bins. It might lead to a serious impact for robust watermark detection. 
To cope with the disadvantages, a robust technique is introduced in this section.  

Mean value can be shifted by modifying only some part of vertex norms. In our 
approach, vertex norms that are smaller/greater than reference value are modified. For 
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embedding watermark bit of +1, vertex norms being smaller than the reference is 
modified so as to move its mean, μL

n, to the reference value.  
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For embedding watermark bit of –1, vertex norms being greater than the reference is 
modified so as to decrease its mean μR

n.  
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where β is a weighting factor, and αL
n (or αR

n) is a distance between reference value rn 
and μL

n (or μR
n). 

Although only part of vertex norms are modified, this technique guarantees always 
the relation between mean and reference values, such that μ′n > r′n for ωn = +1 and μ′n < 
r′n  for ωn = –1, whenever β is greater than one. Moreover, the strength of watermark 
can be adjusted by weighting factor β within appropriate range, which prevents the 
modified vertex norms from getting over boundary of the bin. Watermark extraction 
is processed by the same method as Section 2-2. 

3   Simulation Results 

The simulations are carried out on triangular mesh model of beethoven with 2655 
vertices and 5028 cells. The quality of mesh model is measured by Metro [11], which 
is error-measuring software for polygonal mesh models. In the simulation, maximum 
between forward and backward Hausdorff distances is measured.  
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where v∈V and v′∈V′ are respectively vertices of cover mesh model and stego mesh 
model. The performance of watermark detection is evaluated using DR (Detection Ratio). 

 placedbitswatermark  of# 

extracted correctly bitswatermark  of# =DR  (13) 

To consider transparency of watermark, we embed watermark sequence of 55 bits. 
Fig. 4 shows the efficiency of the proposed watermarking methods, in terms of 

Hausdorff distances and DR, in the case of no attacks. Dashed curve indicates the 
method described in Section 2-1, and solid curve indicates the robust watermarking 

L
nn

L
n r μα −=  

R
nn

R
n r μα −=  

(11) 



290 J-W. Cho et al. 

 

technique mentioned in Section 2-3. Both are obtained with varying αn and β 
(0.4≤β≤1.0). 
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Fig. 4. Efficiency of transparency and robustness after controlling the strength factor 

 

 
(a)                                         (b) 

Fig. 5. (a) cover mesh model (b) stego mesh model : H(V,V′) = 0.004415, DR = 1.0 

The method modifying every vertex norms does not achieve to high detection rate, 
even when strong watermark is embedded with higher distortion. This is caused by 
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that the modified vertex norms could invade into other neighbor bins, as mentioned in 
Section 2-3. Dashed curve shows that the proposed robust technique guarantees al-
ways the relation between mean and reference values for β being greater than one.  

Table 1. Evaluation of the proposed, in terms of Hausdorff distance and DR, after various attacks 

Attacks Conditions H(V,V′) DR 

0.25% 0.005125 1.00 

0.50% 0.005836 0.95 

0.75% 0.006538 0.89 

Adding 
random noise 

1.00% 0.007234 0.82 

5% 0.099973 1.00 

20% 0.099999 1.00 Clipping 

50% 0.099976 0.98 

x-axis 1° ×0.8 +0.001 
y-axis 1° ×0.8 +0.001 
z-axis 1° ×0.8 +0.001 

0.076339 1.00 

x-axis 1° ×1.2 +0.010 
y-axis 3° ×1.2 +0.030 
z-axis 5° ×1.2 +0.050 

0.068946 1.00 

x-axis 15° ×1.5 +0.010 
y-axis 30° ×1.5 –0.030 

Similarity 
transform 

z-axis 45° ×1.5 +0.080 

0.099996 1.00 

Vertex re-
ordering 

Average of 100 times trials 0.004415 1.00 

Hereafter, we analyze only the robust watermarking technique through simulations 
against various attacks. Weighting factor is experimentally selected as β = 1.5 and 
used over simulations. Cover mesh model and stego mesh model are showed in Fig. 5. 

To evaluate the robustness of the proposed, stego meshes suffer from several at-
tacks such as adding random noise, clipping, similarity transform and vertex re-
ordering. Fig. 6 shows stego models after three attacks. And the simulation results are 
given in table 1. In case of adding random noise, DR decreases proportionally to error 
rate. Here, the error rate represent the relative variation of vertex norm, and the ran-
dom noise is added to whole vertex norms. The proposed has good watermark detec-
tion performance up to 1.00% of error rate.  

For the case of clipping attacks, we assumed that the center of gravity is known in 
watermark detection side. The proposed can extract correctly most watermark bits 
from some part of stego model, as it uses statistical approach. Vertex re-ordering 
attack is carried out repetitively 100 times, changing the seed value of random order 
generator. Similarity transform is carried out with various rotation, translation, and 
uniform scaling parameters. Simulation results demonstrate that the proposed is re-
markably robust against both similarity transform and vertex re-ordering. 
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(g) rotation : 1°, 1°, 1° 
uniform scaling : ×0.8, ×0.8, ×0.8 

translation : +0.001, +0.001, +0.001 
 

(h) rotation : 1°, 3°, 5°  
uniform scaling : ×1.2, ×1.2, ×1.2

translation : +0.010, +0.030, +0.050

(i) rotation : 15°, 30°, 45°  
uniform scaling : ×1.5, ×1.5, ×1.5 

translation : +0.010, -0.030, +0.080 

(d) 5 % (e) 20 % (f) 50 %

(a) 0.50 % (b) 0.75 % (c) 1.00 %

 

Fig. 6. Stego mesh models after attacks: such as adding random noise (a) –(c), clipping (d) –(f), 
and similarity transform (g) –(i) 

4   Conclusions 

In this paper, we proposed a new blind watermarking technique for 3-D polygonal 
mesh model. The proposed embeds watermark by using distribution of vertex norms. 
Through the simulations, we proved that the proposed is remarkably robust against 
similarity transform and vertex re-ordering, which are serious attacks on 3-D water-
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marking field. In addition, the proposed has good watermark detection performance 
against adding random noise and clipping attacks. Moreover, the method is very sim-
ple in both embedding and detection processes. As results, the proposed presents a 
new possibility to solve the fundamental problem of 3-D watermarking. 
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Abstract. An effective video watermarking algorithm is proposed to
protect the copyright. Two perceptual binary images are used as the wa-
termark and the watermarking procedure is based on a three-dimensional
discrete wavelet transform (3-D DWT) and two spread spectrum se-
quences. Two perceptual watermarks are preprocessed using mixing and
pseudorandom permutation. After dividing the video sequence into video
shots, the 3-D DWT is performed, then the preprocessed watermarks are
embedded into the 3-D DWT coefficients, while considering robustness
and invisibility, using two spread spectrum sequences defined as the user
key. Experimental results show that the watermarked frames are subjec-
tively indistinguishable from the original frames, plus the proposed video
watermarking algorithm is sufficiently robust against such attacks as low
pass filtering, frame dropping, frame average, and MPEG coding.

1 Introduction

With the rapid growth of networks and multimedia systems, digital media, such
as images, audio, and video are distributed and manipulated much faster and
readily. As a result, creators and distributors of digital media have become in-
creasingly interested in protecting their copyright and ownership.

Digital watermarking involves embedding copyright information into digital
data, and its basic requirements include that the watermark must be perceptually
invisible in the original digital media and robust to incidental and intended
attacks on the digital media. As such, digital watermarking has been attracting
attention as an effective method for protecting the copyright, resulting in the
development of a variety of watermarking algorithms.

Hsu et al. [2] use a discrete cosine transform (DCT) and the relationship
between neighboring blocks to embed a watermark. Thus, a preprocessed visible
watermark is embedded into middle frequency coefficients based on modifying
the polarity between the corresponding pixels in a neighboring block. However,

I.J. Cox et al. (Eds.): IWDW 2004, LNCS 3304, pp. 294–303, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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since the DCT coefficients are changed to maintain the polarity, an error is
accumulated during the change process of the DCT coefficients.

Niu et al. [3] use a 3-D DWT and gray level digital watermark image, where
the 3-D DWT is performed as a unit of 64 frames and the embedded watermark
is made using a multi-resolution hierarchical structure and hamming code. How-
ever, since this method uses the error correction coding to correct error bits, the
side information is large. Thus, to embed the bit planes of the gray watermark
and error correction bits, this method requires a complex structure. The bit error
of the most significant pixel also affects the extracted gray watermark image.

Accordingly, the current study proposes an effective video watermarking algo-
rithm using a 3-D DWT and two spread spectrum sequences. Two visible binary
watermark images are preprocessed using mixing and permutation. Thereafter,
the video sequence is divided into video shots, and a 3-D DWT is performed
about video shots. Subbands selected for embedding the watermark are deter-
mined based on robustness and invisibility, then the watermark is embedded
using two spread spectrum sequences define as the user key. As regards the
watermark extraction, the watermark is finally extracted by comparing the sim-
ilarity between the user key and the extracted spread spectrum sequence. Al-
though visible binary images are used as the watermark, the use of two spread
spectrum sequences allows different watermarks to be embedded into each video
frame, making it robust against noise and increasing the precision of watermark
extraction.

As such, the proposed algorithm produces watermarked frames that are sub-
jectively no different from the original frames and robust against such attacks
as low pass filtering, frame dropping, frame average, and MPEG coding.

2 The Video Watermarking Procedure

The proposed video watermarking procedure roughly consists of three steps:
the preprocessing of the binary watermark image, watermark embedding, and
watermark extraction. A block diagram of the proposed video watermarking
algorithm is shown in Fig. 1.

2.1 Watermark Preprocessing

A binary image with visually recognizable binary patterns is used as the water-
mark. As using a stamp or signature to prove identity, the viewer can subjec-
tively compare the original watermark with the extracted watermark. Therefore,
a binary image is more visually effective than a sequence of random numbers.

Two binary watermark images are embedded into the middle frequency range
in the wavelet transform domain. If one is broken, the other will identity the
ownership. They can be also used as the ownership watermark to identify the
owner and the recipient respectively. Before the embedding step, two watermark
images are mixed and a two-dimensional (2-D) pseudorandom permutation is
performed about two mixed watermark images [4], as without the appropriate



296 S.-J. Kim et al.

Reverse Permutation

User Key
A and B

3D DWT

Subband Selction

+

)),,(()),,(( '' BjixSimAjixSim ff  

Reverse Mixing

Extracted Watermark Images

YESNO

10

+ -

),(' jix f

Two Watermark ImagesOriginal Frames

Watermark Embedding

Mixing

Permutation

3D IDWT

Watermarked Frames

3D DWT

Subband Selction

User Key
A and B

Embed
Process

Extract
Process

Fig. 1. A block diagram of the proposed video watermarking algorithm

adjustment for the spatial relationship of the watermark, a common picture
cropping operation could eliminate the watermark.

Two mixed watermarks wm1(i, j) and wm2(i, j) are

wm1(i, j) =
{

w1(i, j) if i = 2k
w2(i, j) otherwise (1)
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wm2(i, j) =
{

w1(i, j) if i = 2(k + 1)
w2(i, j) otherwise (2)

where w1(i, j) and w2(i, j) are the watermark image A and B respectively, k =
1, 2, · · · , N/2, and N is the horizontal size of the watermark image.

The 2-D pseudorandom number traversing method is also used to permute
two mixed watermarks respectively, namely,

Wp = Permute(W )
wp1(i, j) = wm1(i′, j′), 0 ≤ i, i′ ≤ Mand 0 ≤ j, j′ ≤ N
wp2(i, j) = wm2(i′, j′), 0 ≤ i, i′ ≤ Mand 0 ≤ j, j′ ≤ N

(3)

where pixel (i′, j′) is permuted to pixel (i, j) in pseudorandom order and M ×N
is the size of the watermark image.

2.2 Watermark Embedding

The proposed method uses a 3-D DWT that is computed by applying separate
one-dimensional (1-D) transform along the temporal axis of the video frames
transformed by a 2-D DWT [5], [6].

Considering a video watermarking scheme as a direct extension of an image
watermarking by treating each frame as an individual still image is ineffective
for two reasons. First, a pirate can easily extract the watermark by statistically
comparing or averaging successive video frames. Second, if different watermarks
are embedded into each frame, the watermark amount is large. Thus, to prevent
pirate attacks on the watermark and reduce the watermark amount, a 3-D DWT
is used that decomposes frames along both the spatial and temporal axis.

In the proposed watermark embedding procedure, the video sequence is first
divided into video shots using a spatial different metric (SDM) [7] to determine
the dissimilarity between an adjoining frame pair. Although the efficiency of this
method is low, the algorithm is simple. Then, a spatial 2-D DWT and temporal
1-D DWT are both performed about the selected video shot.

In the resulting 3-D DWT coefficients, two preprocessed watermark images
are embedded into the HL subband and the LH subband of the three levels
(HL3, LH3) about the spatial axis and the lowpass frames about the temporal
axis. The LL subband of the three levels (LL3) is excluded to satisfy invisibility,
while highpass frames consisting of dynamic components are excluded to satisfy
robustness.

Two preprocessed watermark image A and B are embedded in HL3 and LH3
of the lowpass frames respectively.The watermark xf (i, j) is embedded using the
following relationship [1].

v′
f (i, j) = vf (i, j) × (1 + α × xf (i, j)) (4)

where v′
f (i, j) and vf (i, j) denote the 3-D DWT coefficient of (HL3) and (LH3)

in the watermarked frame and the original frame respectively, f is the frame
number, and α is the scaling parameter. The binary images are used as the
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watermark. But when the watermark is embedded, it is not a binary watermark
anymore but one of two independent spread spectrum sequences [8], which can
be defined as the user key for the visible binary watermark. Two independent
spread spectrum sequences A and B with a low cross correlation are

A = {a1, a1, · · · , af , · · · , an}
B = {b1, b1, · · · , bf , · · · , bn} (5)

where n is half of the number of the frame shot. Two spread spectrum sequences
are repetitively used as the user key according to each video shot. This method is
sufficiently robust against various attacks such as frame dropping, frame average,
and MPEG coding. But different two spread spectrum sequences can be used
every frame shots for robust scheme against the estimation attacks.The spread
spectrum sequence A or B is used according to bit 1 or 0 of the binary watermark
image.

The watermark xf (i, j) really embedded in HL3 is

xf (i, j) =
{

af if wp1(i, j) = 1 in HL3
bf if wp1(i, j) = 0 in HL3

(6)

where wp1(i, j) is the preprocessed watermark image A. The watermark embed-
ded in LH3 is also determined by equation (6).

2.3 Watermark Extracting

The watermark extraction process is the inverse procedure of the watermark
embedding process, and the similarity is used to extract the final watermark
image. The proposed algorithm requires the original video sequence and the user
key. Although difference values between wavelet coefficients of the original frame
and the watermarked frame are calculated, difference values are not the extracted
binary watermark image but the extracted spread spectrum sequence modified
by attacks. Accordingly, the similarity between the user key and the extracted
spread spectrum sequence is calculated to extract the binary watermark image.
The extracted watermark image w′(i, j) is

w′(i, j) =
{

1 if Sim(x′
f (i, j),A) ≥ Sim(x′

f (i, j),B)
0 otherwise

(7)

where x′
f (i, j) is the extracted spread spectrum sequence. The similarity is

Sim(x′
f (i, j),A) =

∑n
f=0 x′

f (i, j) · af∑n
f=0 a2

f

(8)

As a 2-D reverse pseudorandom permutation and reverse mixing have been
performed, two binary watermark images are extracted.

Since the resulting watermark is a binary image, the viewer can subjectively
compare the extracted watermark with the original watermark. However, as
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the subjective measurement depends on the ability of the viewer, a normalized
correlation (NC) is also used as an objective measurement. The NC is

NC =

∑
i

∑
j w(i, j) · w′(i, j)∑
i

∑
j w2(i, j)

(9)

where w(i, j) is the original watermark image and w′(i, j) is the extracted wa-
termark image.

3 Experimental Results

Computer simulations were carried out to demonstrate the performance of the
proposed algorithm. A football and a flower garden video sequence were used as
the test video sequence. Each frame was 352 × 240. The watermark was a binary
image sized 44 × 30, as shown in Fig. 2. The video sequence was divided into
video shots by the SDM. However, the video shots consisted of a double number
of 16 or 24 frames to carry out the 3-D DWT with three levels. The peak signal
to noise ratio (PSNR) was used as an objective measure of invisibility, while the
NC denoted by (9) was used to measure robustness.

The first original frame and first watermarked frame of the football and
the flower garden video sequence are shown in Fig. 3 and Fig. 4. The proposed
algorithm produced an almost invisible subjective difference between the original
frame and the watermarked frame.

(a) (b)

Fig. 2. (a) The watermark image A and (b) The watermark image B

(a) (b)

Fig. 3. The first frame from (a) original football video sequence and (b) watermarked
football video sequence
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(a) (b)

Fig. 4. The first frame from (a) original flower garden video sequence and (b) water-
marked flower garden video sequence
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Fig. 5. The PSNR for football 64 frames watermarked using proposed method and
conventional methods

The PSNR for football 64 frames and flower garden 64 frames watermarked
using the proposed algorithm and conventional algorithms is shown in Fig. 5
and Fig. 6 respectively. The proposed algorithm produced a higher PSNR than
conventional methods.

To measure the robustness, various attacks were used, such as spatial low
pass filtering (LPF), frame dropping, frame average, and MPEG coding. For
frame dropping and interpolation, the odd index frames were dropped and the
missing frames replaced with the average of the two neighboring frames. The
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Fig. 6. The PSNR for flower garden 64 frames watermarked using proposed method
and conventional methods

(a) (b)

Fig. 7. (a) The watermark image A and (b) The watermark image B extracted after
frame dropping for the football video sequence.

(a) (b)

Fig. 8. (a) The watermark image A and (b) The watermark image B extracted after
MPEG coding for the football video sequence.

extracted watermarks are shown in Fig. 7, and the NC for the two watermarks
was 0.819 and 0.793 respectively. For MPEG coding, watermarked video frames
coded at 1.5 Mbps were used. The watermark images extracted after MPEG
coding are shown in Fig. 8, and the NC for the two watermarks was 0.844 and
0.846 respectively. The quality of the extracted watermark images was good
enough to claim copyright and ownership of the digital media.
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Attacks

  MPEG Coding

Watermark
Image A

Niu's
method

Proposed method
Hsu's

method

  Frame Dropping

Methods

0.614 0.685 0.798 0.796

0.510 0.812 0.851 0.850

  Spatial LPF 0.510 0.652 0.743 0.751

  Frame Average 0.482 0.661 0.692 0.718

Watermark
Image B

 . The average NC of the watermarks extracted in football 64 frames after
the various attacks

The experimental results after various attacks are summarized at Table I.
The watermark extracted by the proposed algorithm had a higher the average
NC than those extracted by conventional methods. As shown by the results, the
proposed algorithm was robust against all the above attacks.

4 Conclusions

A video watermarking algorithm was proposed using a 3-D DWT and two percep-
tual watermarks. Two binary image are used as the watermark. Two watermarks
are preprocessed using mixing and permutation. The video sequence is then di-
vided into video shots and the 3-D DWT is performed about video shots. Two
preprocessed watermarks are embedded into specific subbands in the 3-D DWT
domain, based on considering robustness and invisibility, using two spread spec-
trum sequences defined as the user key. The watermark is finally extracted by
comparing the similarity between the user key and the extracted spread spectrum
sequence. Although two binary images are used as the watermark, Because of the
use of two spread spectrum sequences, the different watermark value are embed-
ded into each frame and the amount of the watermark is not also large. Therefore,
the proposed algorithm produces watermarked frames that are subjectively no
different from the original frames and sufficiently robust against various attacks.
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